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This paper considers a class of neutral impulsive stochastic integro-differential
inclusion with nonlocal conditions involving the Caputo fractional derivative of
order 1 < α < 2 in a Hilbert space. A new set of sufficient conditions for the
approximate controllability of semilinear fractional stochastic systems is derived
utilizing solution operator, stochastic analysis, fractional calculus and fixed point
theorem for a multivalued operator under the assumption that the corresponding
linear system is approximately controllable. An example is provided to illustrate
the derived theory at the end of the paper.
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1. INTRODUCTION

The investigation of stochastic differential equations has been picking up
much importance and attention of researchers due to its wide applicability in
science and engineering, for example, biology, mechanics, electrical engineer-
ing, physics, filtering of diffusion processes, optimal stochastic control and so
on. By utilizing numerous techniques, the existence, uniqueness, stability and
qualitative analysis of the mild solutions of stochastic differential equations
have been studied by many authors, see [12,13,25,29,30,35,45]. The theory of
fractional evolution equations or inclusions has been proven to be applicable to
problems arising in mechanics, viscoelasticity, electrical engineering, medicine,
electro-chemistry, control, biology, ecology, etc. Fractional evolution inclusions
are a kind of important differential inclusions describing the processes behav-
ing in much more complex ways on time which appear as a generalization of
fractional evolution equations through the application of multivalued analysis.
The fractional order models of real systems are always more adequate than the
classical integer order models, since the description of some systems is more

MATH. REPORTS 23(73), 3 (2021), 265–294



266 A. Chadha and S. N. Bora 2

accurate when the derivative of fractional order is utilized. For more details,
see the references [8–10,18–20,32,38,39,42,43].

The dynamics of many evolving processes are subject to sudden changes,
such as harvesting, shocks and natural disasters. These phenomena involve
short-term perturbations from continuous and smooth dynamics, whose dura-
tion is negligible in comparison with the duration of an entire evolution. In
models that involve such perturbation, it is natural to assume that these per-
turbations act instantaneously or in the form of impulses. As a consequence,
differential equations involving impulses have been developed in modeling im-
pulsive systems appearing in physics, ecology, population dynamics, industrial
robotics, optimal control, pharmacokinetics and so on. The change of the
water level of artificial reservoirs in environment sciences can be modeled as
an impulsive differential equation. For more study of impulsive equations,
we refer to monographs [3, 23] and articles [2, 5, 8, 9, 11, 19, 26, 38, 39, 42]. On
the other hand, controllability is a very important concept which plays an
important role in both the deterministic and the stochastic control theories.
Generally, controllability implies that it is possible to steer a dynamical control
system from an arbitrary beginning state to an arbitrary last state utilizing
the set of admissible controls. In the case of infinite dimensional systems, two
essential concepts of controllability can be recognized, known as exact and
approximate controllability. This is emphatically identified by the fact that
there exist linear subspaces in infinite dimension, which are not closed. Ex-
act controllability enables to steer the system to an arbitrary last state while
approximate controllability implies that system can be directed to an arbi-
trary small neighborhood of final state. Especially, approximate controllability
gives the possibility of steering the system to states which form a dense sub-
space in the state space. Clearly, exact controllability is basically a stronger
notion than approximate controllability which means that exact controllabil-
ity implies approximate controllability but generally, the converse statement
is false. On the other hand, exact controllability appears rather exception-
ally in case of infinite dimensional systems. However, it should be noticed
that in the case of finite dimensional systems, notions of exact and approx-
imate controllability coincide. The approximate controllability of nonlinear
deterministic and stochastic systems is well studied by many authors in the
literature, see [1, 2, 4, 14,17,18,20–22,24,26–28,34,36,37,41,44–46].

In this paper, we consider the following neutral stochastic integro-differential
inclusions with nonlocal conditions in a separable Hilbert space (U; ‖ ·‖U) with
the inner product (·, ·)U:

cDα−1
t [y′(t)− F (t, y(h1(t)),

∫ t

0
a1(t, τ, y(h2(τ)))dτ)] ∈(1.1)
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Ay(t) +Bu(t) +K(t, y(h3(t))) +G(t, y(h4(t)))
dw

dt
, t ∈ J = (0, T ],

∆y(ti) = Ii(y(ti)), ∆y′(ti) = Ji(y(ti)), i = 1, · · · ,m,(1.2)

y(0) + h(y) = y0 ∈ U, y′(0) + g(y) = y1 ∈ U,(1.3)

where cDα
t means the Caputo fractional derivative of order 1 < α < 2, 0 <

T <∞, A is a closed and densely defined linear operator on a common domain
in a Hilbert space U, the control function u ∈ L2

F ([0, T ], H), a Hilbert space
of admissible control functions and B is a bounded linear operator from a
Banach space H to U. The functions F , G, K, h1, h2, h3, h4 h are appropriate
continuous functions to be specified later and hj ∈ C(J, J), j = 1, 2, 3, 4.

The rest of the paper is organized as follows. Section 2 presents some
basic definitions of fractional calculus, notations, lemmas and theorems. In
section 3, the existence of the mild solution to impulsive neutral stochastic
control system (1.2)–(1.3) is shown by virtue of solution operator via fixed
point technique, stochastic analysis and functional analysis. Then, a set of suf-
ficient conditions proving approximate controllability of the system is formu-
lated with the assumption that the associated linear system is approximately
controllable. Section 4 provides an example illustrating the abstract results
that are obtained.

2. PRELIMINARIES

Throughout the work, the notations (U, ‖ ·‖U, (·, ·)U) and (V, ‖ ·‖V, (·, ·)V)
stand for the separable Hilbert spaces. The notation C(J,U) stands for the
Banach space of continuous functions from J to U with supremum norm, i.e.,
‖y‖J = supt∈J ‖y(t)‖, ∀ y ∈ C(J,U) and L1(J,U) denotes the Banach space
of functions y : J → U which are Bochner integrable normed by ‖y‖L1 =∫ T

0 ‖y(t)‖dt, for all y ∈ L1(J,U). A measurable function y : J → U is Bochner
integrable if and only if ‖y‖ is Lebesgue integrable. The notation B(U) stands
for the Banach space of all linear bounded operator from U into itself with
norm

(2.1) ‖f‖B(U) = sup{‖f(y)‖ : ‖y‖ ≤ 1}, ∀ f ∈ B(U).

Let (Ω,F ,P) be a complete probability space equipped with a normal filtration
F = Ft, t ∈ [0, T ]. A filtration F is a sequence of σ-algebra {Ft}t≥0 with
Ft ⊂ F for each t and t1 ≤ t2 ⇒ Ft1 ⊂ Ft1 . An U-valued random variable is
an Ft-measurable function y(t) : Ω→ U and the space S = {y(t, ω) : Ω→ U :
t ∈ [0, T ]} which contains all random variables is called a stochastic process.
In addition, we use the notation y(t) instead of y(t, w) and y(t) : J → U ∈
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S. We assume that {w(t) : t ≥ 0} is a V-valued Wiener process defined on
the probability space (Ω,F ,P;F) with covariance operator (Q), where Q is a
positive, self-adjoint, trace class operator on V. Especially, w(t) denotes an
V-valued Q-Wiener process with respect to {Ft}t≥0. Let {ei}∞i=1 be a complete
orthonormal basis of K and {λn}∞n=1 be a bounded sequence of nonnegative real
numbers with Qei = λiei. Further, we consider a sequence βi of independent
Brownian motions with

(w(t), e) =
∞∑
n=1

λn(en, e)βn(t), e ∈ V, t ∈ [0, T ]

and Ft = Fwt is the σ-algebra generated by {w(s) : 0 ≤ s ≤ t}. The sym-
bol L(V,U) stands for the space of all bounded linear operators from V into
U with the usual norm ‖ · ‖L(V,U) and L(U) when V = U. Suppose that
Ft = σ{w(s) : 0 ≤ s ≤ t} is the σ-algebra generated by w and FT = F .

For defining stochastic integrals with respect to the Q-Wiener process
w(t), we consider the subspace V0 = Q1/2(V) of V with the inner product
(x, y)V0 = (Q−1/2x,Q−1/2y)V. It is easy to verify that V0 is a Hilbert space.
Let L2

0 = L2(V0,U) be the space of all Hilbert-Schmidt operators from V0 to
U with the following norm

‖ϕ‖2L2
0

= Tr((ϕQ1/2)(ϕQ1/2)∗), for any ϕ ∈ L2
0.

For any bounded operators ϕ ∈ L(V,U), it is clear that the above norm
can be reduced to ‖ϕ‖2

L2
0

= Tr(ϕQϕ∗). The notation L2(FT ,U) stands for

the Banach space which contains all FT -measurable square integrable random
variables with values in the Hilbert space U. The notation C([0, T ];L2(F ,U))
represents the Banach space of continuous maps from [0, T ] into L2(F ,U) that
satisfies the condition supt∈[0,T ] E‖y(t)‖2 <∞, where E denotes the integration
with respect to a probability measure P i.e., Ey =

∫
Ω ydP.

Let C = C([0, T ],U) be the closed subspace of C([0, T ], L2(F ,U)) consist-
ing of measurable and Ft-adapted U-valued stochastic processes
y ∈ C([0, T ], L2(F ,U)) endowed with the norm ‖y‖C = (supt∈[0,T ]E‖y(t)‖2U)1/2.
It is easy to verify that (C, ‖ · ‖C) is a Banach space. For a basic study on
stochastic differential equation, we refer to the book [13].

To set the structure for our primary existence results, we give the follow-
ing definitions.

Definition 2.1. The Riemann-Liouville fractional integral operator J of
order β > 0 is defined by

(2.2) RLJβt F (t) =
1

Γ(β)

∫ t

0
(t− s)β−1F (s)ds,
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where F ∈ L1((0, T ),U).

Definition 2.2. The Riemann-Liouville fractional derivative is given as

(2.3) RLDβ
t F (t) = Dm

t Jm−βt F (t), m− 1 < β < m, m ∈ N,

where Dm
t = dm

dtm , F ∈ L
1((0, T ),U), RLJm−βt F ∈ Wm,1((0, T ),U). Here the

notation Wm,1((0, T ),U) stands for the Sobolev space defined by

Wm,1((0, T ),U) = {y ∈ U : ∃z ∈ L1((0, T ),U) : y(t) =

m−1∑
k=0

dk
tk

k!
(2.4)

+
tm−1

(m− 1)!
∗ z(t), t ∈ (0, T )}.

Note that z(t) = ym(t), dk = yk(0).

Definition 2.3. The Caputo fractional derivative is given as

(2.5) cDβ
t F (t) =

1

Γ(m− β)

∫ t

0
(t− s)m−β−1Fm(s)ds, m− 1 < β < m,

where F ∈ Cm−1((0, T ),U) ∩ L1((0, T ),U).

Definition 2.4. Let A : D(A) ⊂ U → U be a closed linear operator. The
operator A is said to be sectorial operator of type (M, θ, α, ω) if there exist
constants ω ∈ R, 0 < θ < π/2, M > 0 such that

(i) The α-resolvent of A exists outside the sector ω + Sθ = {ω + λα : λ ∈
C, |Arg(−λα)| < θ},

(ii) ‖R(λα, A)‖ = ‖(λα −A)−1‖ ≤ M
|λα−ω| , λ /∈ ω + Sθ.

If A is a sectorial operator of type (M, θ, α, ω), then it is easy to see that
A generates an α-resolvent family {Rα(t) : t ≥ 0} in a Banach space, where
Rα(t) = 1

2πi

∫
C e

λtR(λα, A)dλ. For more details, see [39].

Lemma 2.1 ( [39]). Suppose that A is a sectorial operator of type
(M, θ, α, ω) and f satisfies the uniform Hölder condition with the exponent
β ∈ (0, 1]. Then, the unique solution of the Cauchy problem

Dαy(t) = Ay(t) + f(t), t ∈ [0, T ], 1 < α < 2,(2.6)

y(0) = y0 ∈ U, y′(0) = y1 ∈ U,(2.7)

is given by

y(t) = Tα(t)y0 +Kα(t)y1 +

∫ t

0
Rα(t− s)f(s)ds, t ∈ [0, T ].(2.8)

The operators Tα(t), Kα(t) and Rα(t) are defined as

Tα(t) =
1

2πi

∫
C
eλtλα−1R(λα, A)dλ,
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Kα(t) =
1

2πi

∫
C
eλtλα−2R(λα, A)dλ,

Rα(t) =
1

2πi

∫
C
eλtR(λα, A)dλ,(2.9)

where C is a suitable path such that λα /∈ ω + Sθ, λ ∈ C.

We use the symbol P(U) for the family of all subsets of U and denote

Pcl(U) = {Z ∈ P(U) : Z is closed},
Pbd(U) = {Z ∈ P(U) : Z is bounded},
Pcv(U) = {Z ∈ P(U) : Z is convex},
Pcp(U) = {Z ∈ P(U) : Z is compact}.(2.10)

We now present a few facts on multi-valued operators.
The multi-valued operator Υ : U→ P(U) is called convex (closed) valued

if Υ(x) is convex (closed) for every x ∈ U. If Υ(F ) = ∪z∈FΥ(z) is bounded in
U for all F ∈ Pbd(U), i.e., supz∈F {sup{‖y‖ : y ∈ Υ(z)}} < ∞, then map Υ is
bounded on bounded sets. A multi-valued map Υ : U→ P(U) is called upper
semicontinuous (u.s.c.) if, for any u ∈ U, the set Υ(u) is a nonempty closed
subset of U and if for each open set G of U which is contained Υ(u) and there
exists an open neighborhood N of u such that Υ(N ) ⊂ G. The map Υ is called
completely continuous if Υ(G) is relatively compact for every bounded subset
of G ⊆ U. If the multi-valued map Υ is completely continuous with nonempty
compact values, then Υ is u.s.c. if and only if Υ has a closed graph, i.e., zn → z,
yn → y, yn ∈ Υ(zn)⇒ y ∈ Υ(z). The map Υ is called completely continuous if
Υ(F ) is relatively compact, for every bounded subset F ⊆ U. A multi-valued
function Υ : [0, T ] → Pcl is said to be measurable if, for each y ∈ U, the
function Y : [0, T ]→ R+ given by Y(t) = d(y,Υ(t)) = inf{d(y, z) : z ∈ Υ(t)} is
measurable.

Let us consider Ud : P(U)× P(U)→ R+ ∪ {∞} defined by

Ud(G̃, H̃) = max{sup
g̃∈G̃

d(g̃, H̃), sup
h̃∈H̃

d(G̃, h̃)},

where d(G̃, h̃) = inf
g̃∈G̃ d(g̃, h̃) and d(g̃, Ũ) = inf

h̃∈H̃ d(g̃, h̃). Note that

(Pbd,cl(U),Ud) is a metric space and (Pcl(U,Ud) is a generalized metric space.
The map Υ has a fixed point if there exists a y ∈ U with y ∈ Υ(y). For more
study on multi-valued maps, we refer to the book [15].

Definition 2.5. Let Υ : U → Pbd,cl(U) be a multivalued mapping. Then,
Υ is called a multivalued contraction if there exists a constant µ ∈ (0, 1) such
that

(2.11) Ud(Υ(x)−Υ(y)) ≤ µ‖x− y‖U,
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for each x, y ∈ U. The constant µ is called a contraction constant of Υ.

Definition 2.6. The multi-valued map G : [0, T ]× U→ Pbd,cl,cv(L(V,U))
is called L2-Carathéodory if

(a) The map t 7→ G(t, y) is measurable for each y ∈ U;

(b) The map y 7→ G(t, y) is u.s.c. for almost all t ∈ J ;

(c) There are a continuous function WG ∈ L1([0, T ];R+) and a continuous
nondecreasing function ΘG : [0,∞)→ (0,∞) such that

(2.12) ‖G(t, z)‖2U = sup
g∈G(t,z)

E‖g‖2U ≤WG(t)ΘG(‖z‖2U), and for a.e. t ∈ J.

Thus, we have the following result stated as

Lemma 2.2 ( [15]). Let U be a Hilbert space and I be a compact interval.
If G is a L2-Carathéodory multi-valued map with NG,y 6= 0 and Υ is a linear
continuous mapping from L2(I,U) to C(I,U), then the map

(2.13) Υ ◦ NG : C(I,U)→ Pcp,cv(U), u 7→ (Υ ◦ NG)(y) = Υ(NG,y),

is a closed graph operator in C(I,U)×C(I,U), where NG,y denotes the selectors
set from G defined as
(2.14)
g ∈ NG,y = {g ∈ L2(I, L(V,U)) : g(t) ∈ G(t, y(h4(t))) for a.e. t ∈ [0, T ]}.

Next, we present the definition of the mild solution to the problem (1.2)–
(1.3) based on the papers [19] and [39].

Definition 2.7. An Ft-adapted stochastic process y ∈ C is called a mild
solution of the problem (1.2)–(1.3) if, for each control L2

F ([0, T ], H),

(i) y0, h ∈ Lp0(Ω, C);
(ii) y(0) + h(y) = y0, y′(0) + g(y) = y1;

(iii) y(t) ∈ U has càdlàg paths on t ∈ [0, T ] a.s., and there is a function
g ∈ NG,y(h3(t)) such that

y(t) ∈ Tα(t)[y0 − h(y)] +Kα(t)[y1 − g(y)− F (0, y(h1(0)), 0)]

+

∫ t

0
Tα(t− s)F (s, y(h1(s)),

∫ s

0
a1(s, τ, y(h2(τ)))dτ)ds

+

∫ t

0
Rα(t− s)Bu(s)ds+

∫ t

0
Rα(t− s)K(s, y(h3(s)))ds

+

∫ t

0
Rα(t− s)g(s)dw(s) +

∑
0<ti<t

Tα(t− ti)Ii(y(ti))

+
∑

0<ti<t

Kα(t− ti)Ji(y(ti)), t ∈ [0, T ].

(2.15)
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The symbol y(t;u) denotes the state value of the system (1.2)–(1.3) at
time t corresponding to the control u ∈ L2

F ([0, T ], H). Particularly, the state
of system (1.2)–(1.3) at t = T , y(T ;u) is called the terminal state with control
u. We consider the space

RS(T ) = {y(T ;u) : u(·) ∈ L2
F ([0, T ], H)}

which is known as the reachable set of (1.2) at the terminal time T . Here
L2
F ([0, T ], H) is the closed subspace of L2

F ([0, T ] × Ω, H) which consists of all
Ft-adapted, H-valued stochastic processes.

Definition 2.8. The system (1.2) is said to be approximately controllable
on the interval [0, T ] if RS(T ) = L2(FT ,U), where RS(T ) denotes the closure
of the reachable set.

Now, we consider the following notations

ΓTζ =

∫ t

ζ
Rα(T − s)BB∗R∗α(T − s)ds, ζ ∈ [0, T ),

ΓT0 =

∫ t

0
Rα(T − s)BB∗R∗α(T − s)ds,

R(κ,ΓT0 ) = (κI + ΓT0 )−1,(2.16)

where B∗ denotes the adjoint of B and R∗α(t) is the adjoint of Rα(t). It is
simple to show that the operator ΓT0 is a linear bounded operator.

Lemma 2.3 ( [27]). The linear integro-differential Cauchy problem cor-
responding to system (1.2)–(1.3) is approximately controllable on [0, T ] if and
only if κR(κ,ΓTζ ) → 0, 0 ≤ ζ < s ≤ T as κ → 0+ in the strong operator
topology.

Lemma 2.4 ( [20]). For any ŷT ∈ L2(FT ,U), there exists

φ̂ ∈ L2
F (Ω;L2([0, T ], L0

2)) with ŷT = EŷT +
∫ T

0 φ̂(s)dw(s).

Now, for any κ > 0 and ŷT ∈ L2(FT ,U), we define the control function

uκ(t) = B∗R∗α(T − t)(κI + ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)(2.17)

− Tα(T )(y0 − h(y))−Kα(T )
(
y1 − g(y)− F (0, y(h1(0)), 0)

)]

−B∗R∗α(T − t)
∫ T

0
(κI + ΓTs )−1Tα(T − s)

× F (s, y(h1(s)),

∫ s

0
a1(s, τ, y(h2(τ)))dτ)ds−B∗R∗α(T − t)
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×
∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, y(h3(s)))ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)g(s)dw(s)

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(y(ti))

−B∗R∗α(T−t)
∑

0<ti<t

(κI + ΓTs )−1Kα(T−ti)Ji(y(ti)), t ∈ [0, T ].

Now, we present the following fixed point theorem (Nonlinear alternative
of Leray-Schauder type for multivalued maps due to D. O’Regan) which will
be used to prove existence results.

Lemma 2.5 ( [33]). Let U be a Hilbert space with V an open, convex
subset of U and y0 ∈ V . Assume

(1) Ψ : V → Pcd(U) has closed graph, and
(2) Ψ : V → Pcd(U) is a condensing map with Ψ(V ) a subset of a bounded

set in U hold. Then either
(i) Ψ has a fixed point in V , or
(ii) There exist y ∈ ∂V and λ ∈ (0, 1) with y ∈ λΨ(y) + (1− λ){y0}.

3. MAIN RESULTS

Before expressing and demonstrating the main result, we assume the fol-
lowing assumptions to establish the required result.

(A1) The operators Tα(t),Kα(t),Rα(t), t ≥ 0 generated by A are compact in
D(A) and

sup
t∈[0,T ]

‖Tα(t)‖ ≤ M̃, sup
t∈[0,T ]

‖Kα(t)‖ ≤ M̃, sup
t∈[0,T ]

‖Rα‖ ≤ M̃.

(A2) (i) The function F : [0, T ] × U × U → U is a continuous function and
there exists a positive constant LF > 0 such that

‖F (t, u1, v1)− F (t, u2, v2)‖2 ≤ LF [‖u1 − v1‖2U + ‖u2 − v2‖2U],

for all u1, v1, u2, v2 ∈ U and t ∈ [0, T ] and D1 = supt∈[0,T ] ‖F (t, 0, 0)‖2U
with E‖ui‖2 <∞, E‖vi‖2 <∞ for i = 1, 2.

(ii) The map a1 : D1 × U→ U is a continuous mapping and there exists
a positive constant La1 such that

‖
∫ t

0
[a1(t, s, z1)− a1(t, s, z2)]ds‖2U ≤ La1‖z1 − z2‖2U,
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for all z1, z2 ∈ U and t ∈ [0, T ] with L1
a1 = T sup(t,s)∈D1

‖a1(t, s, 0)‖2U and

M̃2LF [1 + (1 + 2La1)] < 1, where D1 = {(t, s) ∈ [0, T ] × [0, T ] : t ≥ s}
and E‖zi‖2 <∞ .

(A3) The multivalued map G : J × U → Pbd,cl,cv(L(V,U)) and the map K :
J × U→ U are L2-Carathéodory functions such that
(i) The map G(t, ·) : U → Pbd,cl,cv(L(V,U)) is u.s.c. for each t ∈ [0, T ]
and G(·, y) is measurable for each y ∈ U. Then, the set

NG,z = {% ∈ L2([0, T ], L(V,U)) : %(t) ∈ G(t, z(h3(t))) for a.e. t ∈ [0, T ]}

for fixed z ∈ C, is nonempty;
(ii) There exists a continuous function mG : [0, T ] → [0,∞) and an
increasing function WG : R→ (0,∞) such that

‖G(t, z)‖2U = sup{‖g‖2U : g ∈ G(t, z)} ≤ mG(t)WG(E‖z‖2),

a.e. t ∈ [0, T ], z ∈ U.

(iii)There exists a continuous function mK : [0, T ] → [0,∞) and an in-
creasing function WK : R→ (0,∞) such that

(3.1) ‖K(t, z)‖2 ≤ mK(t)WK(E‖z‖2), ∀ z ∈ U, t ∈ J,

and
∫∞

0
ds

WK(s)+WG(s) <∞.

(A4) h, g : U→ U are completely continuous functions and there exist positive
constants C1,C2, C3 and C4 such that

‖h(z)‖2U ≤ C1E‖z‖2U + C2,

‖g(z)‖2 ≤ C3E‖z‖2U + C4, z ∈ U.(3.2)

(A5) Ii, Ji : U → U are continuous functions and there exist constants
LIi , LJi > 0 such that

‖Ii(z)‖2 ≤ LIi(E‖z‖2),

‖Ji(z)‖2 ≤ LJi(E‖z‖2).

Theorem 3.1. Let us assume that (A1)–(A5) are satisfied, then the sys-
tem (1.2)-(1.3) has a mild solution on [0, T ].

Proof. To prove the theorem, we first define the operator Ψ : C → C by
Ψy the set of ρ ∈ C such that

ρ(t) = Tα(t)[y0 − h(y)] +Kα(t)[y1 − g(y)− F (0, y(h1(0)), 0)](3.3)

+

∫ t

0
Tα(t− s)F (s, y(h1(s)),

∫ s

0
a1(s, τ, y(h2(τ)))dτ)ds
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+

∫ t

0
Rα(t− s)Buκ(s)ds+

∫ t

0
Rα(t− s)K(s, y(h3(s)))ds

+

∫ t

0
Rα(t− s)g(s)dw(s) +

∑
0<ti<t

Tα(t− ti)Ii(y(ti))

+
∑

0<ti<t

Kα(t− ti)Ji(y(ti)), t ∈ [0, T ],

where g ∈ NG,y(h3(t)) = {g ∈ L2(L(V,U)) : g(t) ∈ G(t, y(h3(t))) a.e. t ∈
[0, T ]}. It is clear that the map Ψ is a well defined map from C into P(C) by
using the facts that F, g,K, h are continuous functions. In order to show that
there exists a mild solution for the problem (1.2)–(1.3), it is sufficient to prove
that Ψ has a fixed point. We establish the proof through the following steps.

Step 1. We show that there exists an open set V ⊂ C with y ∈ λΨy for
λ ∈ (0, 1) and y ∈ ∂V . Let y ∈ C. Then, there exists g ∈ NG,y(h3(t)) such that

y(t) = λTα(t)[y0 − h(y)] + λKα(t)[y1 − g(y)− F (0, y(h1(0)), 0)](3.4)

+λ

∫ t

0
Tα(t−s)F (s, y(h1(s)),

∫ s

0
a1(s, τ, y(h2(τ)))dτ)ds+λ

∫ t

0
Rα(t−s)B

×

{
B∗R∗α(T − t)(κI + ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)−Tα(T )(y0−h(y))

−Kα(T )
(
y1 − g(y)− F (0, y(h1(0)), 0)

)]

−B∗R∗α(T − t)
∫ T

0
(κI + ΓTs )−1Tα(T − s)

× F (s, y(h1(s)),

∫ s

0
a1(s, τ, y(h2(τ)))dτ)ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, y(h3(s)))ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)g(s)dw(s)

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(y(ti))

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(y(ti))

}
ds

+ λ

∫ t

0
Rα(t− s)K(s, y(h3(s)))ds+ λ

∫ t

0
Rα(t− s)g(s)dw(s)
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+ λ
∑

0<ti<t

Tα(t− ti)Ii(yr(ti)) + λ
∑

0<ti<t

Kα(t− ti)Ji(yr(ti)), t ∈ [0, T ].

Therefore, we get

E‖y(t)‖2

≤8

{
E‖Tα(t)[y0 − h(y)]‖2 + E‖Kα(t)[y1 − g(y)− F (0, y(h1(0)), 0)]‖2

+ E‖
∫ t

0
Tα(t− s)F (s, y(h1(s)),

∫ s

0
a1(s, τ, y(h2(τ)))dτ)ds‖2

+ E
∥∥∥∫ t

0
Rα(t− s)B

{
B∗R∗α(T − t)(κI + ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)

− Tα(T )(y0 − h(y))−Kα(T )
(
y1 − g(y)− F (0, y(h1(0)), 0)

)]

−B∗R∗α(T − t)
∫ T

0
(κI + ΓTs )−1Tα(T − s)

× F (s, y(h1(s)),

∫ s

0
a1(s, τ, y(h2(τ)))dτ)ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, y(h3(s)))ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)g(s)dw(s)

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(y(ti))

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(y(ti))

}
ds
∥∥∥

+ E‖
∫ t

0
Rα(t− s)K(s, y(h3(s)))ds‖2 + E‖

∫ t

0
Rα(t− s)g(s)dw(s)‖2

+
∑

0<ti<t

E‖Tα(t− ti)Ii(yr(ti))‖2 +
∑

0<ti<t

E‖Kα(t− ti)Ji(yr(ti))‖2
}
,

≤8

[
2M̃2

(
E‖y0‖2 + C1E‖y‖2 + C2

)
+ 3M̃2

(
E‖y1‖2 + C3E‖y‖2 + C4

(3.5)

+ 2(LFE‖y‖2 + D1)
)

+ M̃2T 2
[
2LF (1 + 2La1)E‖y‖2 + 4LFL

1
a1 + 2D1

]
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+M2
B

∫ t

0
‖Rα(t− s)‖ds

∫ t

0
‖Rα(t− s)‖9 1

κ2
M2
BM̃

2

×

{
‖EŷT +

∫ T

0
φ̂(s)dw(s)‖2 + 2M̃2(E‖y0‖2U + C1E‖y‖2U + C3) + 3M̃2

×
(
E‖y1‖2U + C3E‖y‖2U + C4 + 2(LFE‖y‖2U + D1) +

)
+ M̃2T 2

[
2LF (1 + 2La1)E‖y‖2 + 4LFL

1
a1 + 2D1

]
+ M̃2T 2

∫ T

0
mK(s)WK(E‖y(s)‖2)ds+ M̃2Tr(Q)

∫ T

0
mG(s)WG(E‖y(s)‖2)ds

+ M̃2
m∑
i=1

LIi‖y‖2U + M̃2
m∑
i=1

LJi‖y‖2U

}
ds+

∫ t

0
‖Rα(t− s)‖ds

×
∫ t

0
‖Rα(t− s)‖E‖K(s, yr(h3(s)))‖2ds+

∫ t

0
‖Rα(t− s)‖2E‖gr(s)‖2ds

+
∑

0<ti<t

‖Tα(t− ti)‖2E‖Ii(y(ti))‖2 +
∑

0<ti<t

‖Kα(t− ti)‖2E‖Ji(y(ti))‖

]
,

≤8

[
2M̃2

(
E‖y0‖2 + C1E‖y‖2 + C2

)
+ 3M̃2

(
E‖y1‖2 + C3E‖y‖2 + C4

(3.6)

+ 2(LFE‖y‖2 + D1)
)

+ M̃2T 2
[
2LF (1 + 2La1)‖y‖2U + 4LFL

1
a1 + 2D1

]
+ 9M2

BM̃
2T 2 1

κ2
M2
BM̃

2

{
‖EŷT +

∫ T

0
φ̂(s)dw(s)‖2 + 2M̃2E(‖y0‖2U

+ C1‖y‖2U + C3) + 3M̃2
(
E‖y1‖2U + C3‖y‖2U + C4 + 2(LF ‖y‖2U + D1) +

)
+ M̃2T 2

[
2LF (1 + 2La1)‖y‖2U + 4LFL

1
a1 + 2D1

]
+ M̃2T 2

∫ T

0
mK(s)WK(E‖y(s)‖2)ds+ M̃2Tr(Q)

∫ T

0
mG(s)WG(‖y(s)‖2)ds

+ M̃2
m∑
i=1

LIi‖y‖2U + M̃2
m∑
i=1

LJi‖y‖2U

}
+ M̃2T 2

∫ t

0
mK(s)WK(E‖y(s)‖)ds

+ M̃2Tr(Q)T

∫ t

0
mG(s)WG(E‖y(s)‖2)ds+M̃2

m∑
i=1

LIi‖y‖2U+M̃2
m∑
i=1

LJi‖y‖2U

]
,

≤ M̂
1− L̂

+
M̃2T 2M̂

1− L̂

∫ t

0
mK(s)WK(E‖y(s)‖)ds
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+
M̃2Tr(Q)TM̂

1− L̂

∫ t

0
mG(s)WG(E‖y(s)‖2)ds,

where

M̂ = 16M̃2(E‖y0‖2U+C2)+24M̃2(E‖y1‖2U+C4+2D1)+16M̃2T 2(2LFL
1
a1 +D1)

+
72M4

BM̃
4T 2

κ2

(
‖EŷT +

∫ T

0
φ̂(s)dw(s)‖2 + 2M̃2(E‖y0‖2 + C2)

+ 3M̃2(E‖y1‖2U + C4 + 2D1) + M̃2T 2(LFL
1
a1 + 2D1) + M̃2T 2

×
∫ T

0
mK(s)WK(E‖y(s)‖2)ds+ M̃2Tr(Q)

∫ T

0
mG(s)WG(E‖y(s)‖2)ds

)
,

L̂ = max
i=1,··· ,m

{
16M̃2C1 + 24M̃2C3 + 48M̃2LF + 16M̃2T 2LF (1 + 2La1)

+
72M4

BM̃
4T 2

κ2

(
2M̃2C1 + 3M̃2(C3 + 2LF ) + 2M̃2T 2LF (1 + 2La1)

+ M̃2
m∑
i=1

(LIi + LJi)

)
+ M̃2

m∑
i=1

(LIi + LJi)

}
.

Denoting by ζ(t) the right-hand side of the inequality (3.6), we have

η(t) ≤ ζ(t),(3.7)

where η(t) = sups∈[0,T ] E‖y(s)‖2U for t ∈ [0, T ] and ζ(0) = M̂
1−L̂

. Moreover,

ζ ′(t) =
M̃2T 2M̂

1− L̂
mK(t)WK(η(t)) +

M̃2Tr(Q)TM̂
1− L̂

mG(t)WG(η(t)),

≤ M̃2T 2M̂
1− L̂

mK(t)WK(ζ(t)) +
M̃2Tr(Q)TM̂

1− L̂
mG(t)WG(ζ(t)),

≤ m∗(t)[WK(ζ(t)) +WG(ζ(t))], t ∈ [0, T ].(3.8)

where m∗(t) = max{M̃2T 2M̂
1−L̂

mK(t), M̃
2Tr(Q)T M̂

1−L̂
mG(t)}. This gives

∫ ζ(t)

ζ(0)

ds

WK(s) +WG(s)
≤
∫ T

0
m(s)ds <

∫ ∞
ζ(0)

ds

WK(s) +WG(s)
<∞, t ∈ [0, T ].

(3.9)

The above inequality demonstrates that ζ(t) <∞, i.e., there exists a constant

L such that ζ(t) < L for t ∈ [0, T ], where L depends upon constants M̃, T and
functions WK ,WG,mK ,mG. Hence η(t) ≤ L. In addition, we conclude that
‖y(t)‖2 ≤ η(t) ≤ L, t ∈ [0, T ]. Therefore, there exists r such that ‖y‖2C 6= r.
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Set V = {y ∈ C : ‖y‖2C ≤ r}. From the choice of V , there is no y ∈ ∂V such
that y ∈ λΨy for each 0 < λ < 1.

Step 2. Ψ has a closed graph. Let yn → y∗, ρn ∈ Ψyn, yn ∈ V and
ρn → ρ∗. We show that ρ∗ ∈ Ψy∗. Now, ρn ∈ Ψyn implies that there exists
gn ∈ NG,yn(h3(t)) such that

ρn(t) = Tα(t)[y0 − h(yn)] +Kα(t)[y1 − g(yn)− F (0, yn(h1(0)), 0)]

(3.10)

+

∫ t

0
Tα(t−s)F (s, yn(h1(s)),

∫ s

0
a1(s, τ, yn(h2(τ)))dτ)ds+

∫ t

0
Rα(t−s)B

×

{
B∗R∗α(T − t)(κI + ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)−Tα(T )(y0−h(yn))

−Kα(T )
(
y1 − g(yn)− F (0, yn(h1(0)), 0)

)]

−B∗R∗α(T − t)
∫ T

0
(κI + ΓTs )−1Tα(T − s)

× F (s, yn(h1(s)),

∫ s

0
a1(s, τ, yn(h2(τ)))dτ)ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, yn(h3(s)))ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)gn(s)dw(s)

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(yn(ti))

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(yn(ti))

}
ds

+

∫ t

0
Rα(t− s)K(s, yn(h3(s)))ds+

∫ t

0
Rα(t− s)gn(s)dw(s)

+
∑

0<ti<t

Tα(t− ti)Ii(yn(ti)) +
∑

0<ti<t

Kα(t− ti)Ji(yn(ti)), t ∈ [0, T ].

We must prove that there exists g∗ ∈ NG,y∗(h3(t)) such that

ρ∗(t) = Tα(t)[y0 − h(y∗)] +Kα(t)[y1 − g(y∗)− F (0, y∗(h1(0)), 0)]

(3.11)
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+

∫ t

0
Tα(t− s)F (s, y∗(h1(s)),

∫ s

0
a1(s, τ, y∗(h2(τ)))dτ)ds+

∫ t

0
Rα(t− s)B

×

{
B∗R∗α(T − t)(κI + ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)− Tα(T )(y0 − h(y∗))−

Kα(T )
(
y1 − g(y∗)− F (0, y∗(h1(0)), 0)

)]

−B∗R∗α(T − t)
∫ T

0
(κI + ΓTs )−1Tα(T − s)

× F (s, y∗(h1(s)),

∫ s

0
a1(s, τ, y∗(h2(τ)))dτ)ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, y∗(h3(s)))ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)g∗(s)dw(s)

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(y∗(ti))

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(y∗(ti))

}
ds

+

∫ t

0
Rα(t− s)K(s, y∗(h3(s)))ds+

∫ t

0
Rα(t− s)g∗(s)dw(s)

+
∑

0<ti<t

Tα(t− ti)Ii(y∗(ti)) +
∑

0<ti<t

Kα(t− ti)Ji(y∗(ti)), t ∈ [0, T ]

Now, for every t ∈ [0, T ], we have

∥∥∥∥∥ρn(t)− Tα(t)[y0 − h(yn)]−Kα(t)[y1 − g(yn)− F (0, yn(h1(0)), 0)]

(3.12)

−
∫ t

0
Tα(t− s)F (s, yn(h1(s)),

∫ s

0
a1(s, τ, yn(h2(τ)))dτ)ds−

∫ t

0
Rα(t− s)B

×

{
B∗R∗α(T − t)(κI + ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)− Tα(T )(y0 − h(yn))

−Kα(T )
(
y1−g(yn)−F (0, yn(h1(0)), 0)

)]
−B∗R∗α(T−t)

∫ T

0
(κI+ΓTs )−1Tα(T−s)
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× F (s, yn(h1(s)),

∫ s

0
a1(s, τ, yn(h2(τ)))dτ)ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, yn(h3(s)))ds

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(yn(ti))

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(yn(ti))

}
ds

−
∫ t

0
Rα(t− s)K(s, yn(h3(s)))ds−

∑
0<ti<t

Tα(t− ti)Ii(yn(ti))

−
∑

0<ti<t

Kα(t− ti)Ji(yn(ti))−

(
ρ∗(t)− Tα(t)[y0 − h(y∗)]−Kα(t)[y1 − g(y∗)

− F (0, y∗(h1(0)), 0)]−
∫ t

0
Tα(t− s)F (s, y∗(h1(s)),

∫ s

0
a1(s, τ, y∗(h2(τ)))dτ)ds

−
∫ t

0
Rα(t− s)B

{
B∗R∗α(T − t)(κI + ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)

− Tα(T )(y0 − h(y∗))−Kα(T )
(
y1 − g(y∗)− F (0, y∗(h1(0)), 0)

)]

−B∗R∗α(T−t)
∫ T

0
(κI+ΓTs )−1Tα(T−s)F (s, y∗(h1(s)),

∫ s

0
a1(s, τ, y∗(h2(τ)))dτ)ds

−B∗R∗α(T − t)
∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, y∗(h3(s)))ds

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(y∗(ti))

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(y∗(ti))

}
ds

−
∫ t

0
Rα(t− s)K(s, y∗(h3(s)))ds−

∑
0<ti<t

Tα(t− ti)Ii(y∗(ti))

−
∑

0<ti<t

Kα(t− ti)Ji(y∗(ti))

)∥∥∥∥∥→ 0, as n→∞.
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Define the linear continuous operator Ξ : L2([0, T ],U)→ C([0, T ],U) as

Ξg(t) =

∫ t

0
Rα(t−s)BB∗R∗α(T−t)(3.13)

×

(∫ T

0
(κI+ΓTs )−1Rα(T−s)g(s)dw(s)

)
ds+

∫ t

0
Rα(t−s)g(s)ds.

From Lemma 2.2, it follows that Ξ ◦ NG is a closed graph mapping. By the
definition of Ξ, we also have that, for t ∈ [0, T ]

ρn(t)− Tα(t)[y0 − h(yn)]−Kα(t)[y1 − g(yn)− F (0, yn(h1(0)), 0)]

(3.14)

−
∫ t

0
Tα(t− s)F (s, yn(h1(s)),

∫ s

0
a1(s, τ, yn(h2(τ)))dτ)ds−

∫ t

0
Rα(t− s)B

×

{
B∗R∗α(T − t)(κI + ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)− Tα(T )(y0 − h(yn))

−Kα(T )
(
y1 − g(yn)− F (0, yn(h1(0)), 0)

)]

−B∗R∗α(T−t)
∫ T

0
(κI+ΓTs )−1Tα(T−s)F (s, yn(h1(s)),

∫ s

0
a1(s, τ, yn(h2(τ)))dτ)ds

−B∗R∗α(T − t)
∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, yn(h3(s)))ds

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(yn(ti))

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(yn(ti))

}
ds

−
∫ t

0
Rα(t− s)K(s, yn(h3(s)))ds−

∑
0<ti<t

Tα(t− ti)Ii(yn(ti))

−
∑

0<ti<t

Kα(t− ti)Ji(yn(ti)) ∈ Ξ(Nyn,G).

Since yn → y∗, for some g∗ ∈ NG,y∗(h3(t)), thus we have

ρ∗(t)− Tα(t)[y0 − h(y∗)]−Kα(t)[y1 − g(y∗)− F (0, y∗(h1(0)), 0)]

(3.15)

−
∫ t

0
Tα(t− s)F (s, y∗(h1(s)),

∫ s

0
a1(s, τ, y∗(h2(τ)))dτ)ds−

∫ t

0
Rα(t− s)B
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×

{
B∗R∗α(T − t)(κI + ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)− Tα(T )(y0 − h(y∗))

−Kα(T )
(
y1−g(y∗)−F (0, y∗(h1(0)), 0)

)]
−B∗R∗α(T−t)

∫ T

0
(κI+ΓTs )−1Tα(T−s)

× F (s, y∗(h1(s)),

∫ s

0
a1(s, τ, y∗(h2(τ)))dτ)ds−B∗R∗α(T − t)

×
∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, y∗(h3(s)))ds

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(y∗(ti))

−B∗R∗α(T − t)
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(y∗(ti))

}
ds

−
∫ t

0
Rα(t− s)K(s, y∗(h3(s)))ds−

∑
0<ti<t

Tα(t− ti)Ii(y∗(ti))

−
∑

0<ti<t

Kα(t− ti)Ji(y∗(ti)) =

∫ t

0
Rα(t− s)g∗(s)dw(s)

+

∫ t

0
Rα(t− s)BB∗R∗α(T − t)

(∫ T

0
(κI + ΓTs )−1Rα(T − s)g∗(s)dw(s)

)
ds.

Therefore, Ψ has a closed graph.

Next, we are going to show that the operator Ψ is condensing. To this
end, operator Ψ is decomposed as Ψ1 + Ψ2, where the map Ψ1 : V → C be
defined as Ψ1y, the set ρ1 ∈ C such that for t ∈ [0, T ],

ρ1(t) =−Kα(t)F (0, y(h1(0)), 0)

+

∫ t

0
Tα(t− s)F (s, y(h1(s)),

∫ s

0
a1(s, τ, y(h2(τ)))dτ)ds,

(3.16)

and the map Ψ2 : V → C be given by Ψ2y, the set ρ2 ∈ C such that

ρ2(t) = Tα(t)[y0 − h(y)] +Kα(t)[y1 − g(y)] +

∫ t

0
Rα(t− s)Buκ(s)ds

+

∫ t

0
Rα(t− s)K(s, y(h3(s)))ds+

∫ t

0
Rα(t− s)gj(s)dw(s)

+
∑

0<ti<t

Tα(t− ti)Ii(y(ti)) +
∑

0<ti<t

Kα(t− ti)Ji(y(ti)), t ∈ [0, T ].

(3.17)
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Now, we prove that Ψ1 is a contraction while Ψ2 is a completely continuous
operator.

Step 3. Ψ1 is a contraction on C. Let t ∈ [0, T ] and y∗, y∗∗ ∈ C. Then,
we have

E‖Ψ1y
∗(t)−Ψ1y

∗∗(t)‖2U ≤ 2‖Kα(t)[F (0, y∗(h1(0)), 0)− F (0, y∗∗(h1(0)), 0)]‖2

+ 2
∥∥∥∫ t

0
Tα(t− s)× [F (s, y∗(h1(s)),

∫ s

0
a1(s, τ, y∗(h2(τ)))dτ)

− F (s, y∗∗(h1(s)),

∫ s

0
a1(s, τ, y∗∗(h2(τ)))dτ)]ds

∥∥∥2
,

≤ 2M̃2LF ‖u1 − u2‖2C + M̃2T 2LF [1 + 2La1 ]‖u1 − u2‖2C ,

= M̃2LF [1 + (1 + 2La1)]× ‖u1 − u2‖2C .(3.18)

Taking supremum over t and getting

(3.19) ‖Ψ1y
∗ −Ψ1y

∗∗‖2C ≤ M̃2LF [1 + (1 + 2La1)]× ‖u1 − u2‖2C ,

where M̃2LF [1 + (1 + 2La1)] < 1. Hence, we conclude that Ψ1 is a contraction
on C.

Step 4. Φ2 is convex for each y ∈ V . Let ρ̂1, ρ̂2 ∈ Ψ2y. Then there exist
g1, g2 ∈ NG,y(h3(t)) such that

ρ̂j(t) = Tα(t)[y0 − h(y)] +Kα(t)[y1 − g(y)] +

∫ t

0
Rα(t− s)Buκ(s)ds

+

∫ t

0
Rα(t− s)K(s, y(h3(s)))ds+

∫ t

0
Rα(t− s)gj(s)dw(s)

+
∑

0<ti<t

Tα(t− ti)Ii(y(ti)) +
∑

0<ti<t

Kα(t− ti)Ji(y(ti)), j = 1, 2,(3.20)

for each t ∈ [0, T ].
Let µ ∈ [0, 1]. Thus, for each t ∈ [0, T ], we get

µρ̂1(t) + (1− µ)ρ̂2(t) ≤ Tα(t)[y0 − h(y)] +Kα(t)[y1 − g(y)]

(3.21)

+

∫ t

0
Rα(t− s)×

{
BB∗R∗α(T − t)(κI + ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)

− Tα(T )(y0 − h(y))−Kα(T )
(
y1 − g(y)− F (0, y(h1(0)), 0)

)]
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−BB∗R∗α(T−t)
∫ T

0
(κI + ΓTs )−1Tα(T−s)×F (s, y(h1(s)),

∫ s

0
a1(s,τ,y(h2(τ)))dτ)ds

−BB∗R∗α(T − t)×
∫ T

0
(κI + ΓTs )−1Rα(T − s)×K(s, y(h3(s)))ds

−BB∗R∗α(T − t)×
∫ T

0
(κI + ΓTs )−1Rα(T − s)[µg1(s) + (1− µ)g2(s)]dw(s)

−BB∗R∗α(T − t)×
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(y(ti))−BB∗R∗α(T − t)

×
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(y(ti))

}
ds+

∫ t

0
Rα(t− s)K(s, y(h3(s)))ds

+

∫ t

0
Rα(t− s)(µg1(s) + (1− µ)g2(s))dw(s) +

∑
0<ti<t

Tα(t− ti)Ii(y(ti))

+
∑

0<ti<t

Kα(t− ti)Ji(y(ti)).

Since NG,y(h3(t)) is convex, therefore µρ̂1 + (1−µ)ρ̂2 ∈ NG,y(h3(t)). Hence,
λρ̂1 + (1− λ)ρ̂2 ∈ Ψy.

Step 5. Ψ2 maps V into an equicontinuous family. Let t1, t2 ∈ [0, T ] with
0 < t1 < t2 ≤ T and ε > 0. Then we have for each y ∈ V and ρ2 ∈ Ψ2y, there
is g ∈ NG,y(h3(t)) such that

ρ2 = Tα(t)[y0 − h(y)] +Kα(t)[y1 − g(y)] +

∫ t

0
Rα(t− s)Buκ(s)ds

+

∫ t

0
Rα(t− s)K(s, y(h3(s)))ds+

∫ t

0
Rα(t− s)g(s)dw(s)

+
∑

0<ti<t

Tα(t− ti)Ii(y(ti)) +
∑

0<ti<t

Kα(t− ti)Ji(y(ti)), t ∈ [0, T ].(3.22)

Then, we have

E‖ρ2(t2)− ρ2(t1)‖2U ≤ 13

{
E‖[Tα(t2)− Tα(t1)][y0 − h(y)]‖2U

(3.23)

+ E‖[Kα(t2)−Kα(t1)][y1 − g(y)]‖2U + E‖
∫ t2

t1

Rα(t2 − s)Buκ(s)ds‖2U

+ E‖
∫ t1−ε

0
[Rα(t2 − s)−Rα(t1 − s)]Buκ(s)ds‖2 + E‖

∫ t1

t1−ε
[Rα(t2 − s)
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−Rα(t1 − s)]Buκ(s)ds‖2 + E‖
∫ t2

t1

Rα(t2 − s)K(s, y(h3(s)))ds‖2U

+ E‖
∫ t1−ε

0
[Rα(t2 − s)−Rα(t1 − s)]K(s, y(h3(s)))ds‖2U

+ E‖
∫ t1

t1−ε
[Rα(t2 − s)−Rα(t1 − s)]×K(s, y(h3(s)))ds‖2U

+ E‖
∫ t2

t1

Rα(t2 − s)g(s)dw(s)‖2L2
+ E‖

∫ t1−ε

0
[Rα(t2 − s)

−Rα(t1−s)]g(s)dw(s)‖2L2
+ E‖

∫ t1

t1−ε
[Rα(t2−s)−Rα(t1−s)]g(s)dw(s)‖2L2

+ E‖
∑

0<ti<t

[Tα(t2 − ti)− Tα(t1 − ti)]Ii(y(ti))‖2U

+ E‖
∑

0<ti<t

[Kα(t2 − ti)−Kα(t1 − ti)]Ji(y(ti))‖2U

}
,

≤13

{
2‖Tα(t2)− Tα(t1)‖2(E‖y0‖2U + C1r + C2) + 2‖Kα(t2)−Kα(t1)‖2(‖y1‖2U

+ C3r + C4) +M2
BM̂

2(t2 − t1)

∫ t2

t1

E‖uκ(s)‖2ds

+M2
B(t1 − ε)

∫ t−ε

0
‖Rα(t2 − s)−Rα(t1 − s)‖2E‖uκ(s)‖2ds

+M2
Bε

∫ t1

t1−ε
‖Rα(t2 − s)−Rα(t1 − s)‖2E‖uκ(s)‖2ds

+ (t2 − t1)M̃2

∫ t2

t1

mK(s)WK(E‖y(s)‖2)ds

+ (t1 − ε)
∫ t1−ε

0
‖Rα(t2 − s)−Rα(t1 − s)‖2mK(s)WK(E‖y(s)‖2)ds

+ ε

∫ t1

t1−ε
‖Rα(t2 − s)−Rα(t1 − s)‖2 ×mK(s)WK(E‖y(s)‖2)ds

+ M̃2

∫ t2

t1

mG(s)WG(E‖y(s)‖2)ds

+

∫ t1−ε

0
‖Rα(t2 − s)−Rα(t1 − s)‖2 ×mG(s)WG(E‖y(s)‖2)ds

+

∫ t1

t1−ε
‖Rα(t2 − s)−Rα(t1 − s)‖2mG(s)WG(E‖y(s)‖2)ds
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+
∑

0<ti<t

‖Tα(t2 − ti)− Tα(t1 − ti)‖ × E‖Ii(y(ti))‖2U

+
∑

0<ti<t

‖Kα(t2 − ti)−Kα(t1 − ti)‖2 × E‖Ji(y(ti))‖2U

}
.

The right-hand side of the above inequality is independent of y ∈ V and
tends to zero as t2 → t1 and ε sufficiently small, since the compactness of
Tα(t),Kα(t),Rα(t) for t > 0 provides the continuity in the uniform operator
topology. Therefore, the set {Ψ2y : y ∈ V } is equicontinuous. Hence, Ψ2 maps
V into an equicontinuous family of functions.

Step 6. Ψ2 maps V into a precompact set. For this, we decompose Ψ2

into Ψ1
2 and Ψ2

2, where the map Ψ1
2 : V → C be defined as Ψ1

2y, the set ρ1
2 ∈ C

such that

Ψ1
2y(t) = Tα(t)[y0−h(y)] +Kα(t)[y1 − g(y)] +

∫ t

0
Rα(t−s)Buκ(s)ds

+

∫ t

0
Rα(t−s)K(s, y(h3(s)))ds+

∫ t

0
Rα(t−s)g(s)dw(s), t ∈ [0, T ],

(3.24)

where g ∈ NG,y(h3(t)) and the map Ψ2
2 : V → C be given by Ψ2

2, the set ρ2
2 ∈ C

such that

(3.25) ρ2
2(t) =

∑
0<ti<t

Tα(t− ti)Ii(y(ti)) +
∑

0<ti<t

Kα(t− ti)Ji(y(ti)), t ∈ [0, T ].

We now prove that {ρ1
2(t) ∈: y ∈ V } is relatively compact on U for all t ∈ [0, T ].

Let 0 < t ≤ s ≤ T be fixed and ε be a real number that satisfies 0 < ε < t and
δ > 0. For y ∈ V , we define

Ψ1ε
2 y(t) = Tα(t)[y0 − h(y)] +Kα(t)[y1 − g(y)] +

∫ t−ε

0
Rα(t− s)Buκ(s)ds

+

∫ t−ε

0
Rα(t−s)K(s, y(h3(s)))ds+

∫ t−ε

0
Rα(t−s)g(s)dw(s), t ∈ [0, T ],

where g ∈ NG,y(h3(t)). Utilizing the compactness of Tα(t),Kα(t),Rα(t) for

t > 0, it is deduced that the set Uε(t) = {ρ1ε
2 (t) : y ∈ V } is precompact in U

for every ε, ε ∈ (0, t). Moreover, for each y ∈ V , we get

E‖ρ1
2(t)− ρ1ε

2 ‖2U

≤ 3‖
∫ t

t−ε
Rα(t− s)Buκ(s)ds‖2U + 3‖

∫ 0

t−ε
Rα(t− s)K(s, y(h3(s)))ds‖2U

+3‖
∫ t

t−ε
Rα(t− s)g(s)dw(s)‖2L2

,(3.26)
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Therefore, taking ε → 0, we can see that there are relatively compact sets
arbitrarily close to the set U(t) = {ρ1

2(t) : y ∈ V }. Hence, U(t) is precompact
in U. We next prove that the set {ρ2

2(t) : y ∈ V } is relatively compact in U
for all t ∈ [0, T ]. For t ∈ [0, T ], we have, ρ2

2(t) =
∑

0<ti<t
Tα(t − ti)Ii(y(ti)) +∑

0<ti<t
Kα(t − ti)Ji(y(ti)), which is equicontinuous and bounded. By com-

pactness of operators Tα(t),Kα(t), it follows that {ρ2
2(t) : y ∈ V } is relatively

compact subset of U for all t ∈ [0, T ]. Hence, by Arzelá-Ascoli theorem, we
conclude that Ψ2 = Ψ1

2 + Ψ2
2 : V → P (C) is completely continuous.

As a result of the above steps 1 − 6, it can be concluded that Ψ is a
condensing operator. All of the conditions of Lemma 2.5 are fulfilled and we
deduce that Ψ has a fixed point in C which is a mild solution of the system
(1.2)–(1.3). This completes the proof of the theorem.

In order to prove the approximate controllability result, the following
additional conditions are needed:

(B1) The fractional linear differential inclusion (1.2) is approximately control-
lable.

(B2) The functions F : [0, T ] × U × U → U, K : [0, T ] × U × U → U and
F : [0, T ]× U× U→ P(L(V,U)) are uniformly bounded.

Theorem 3.2. Assume that the assumptions of Theorem 3.1 are fulfilled
and (B1)-(B2) are also satisfied. Then, the fractional stochastic control system
(1.2) is approximately controllable on interval [0, T ].

Proof. Let yκ be a fixed point of the operator Ψ in C. From Theorem 3.1,
the fixed point of operator Ψ is a mild solution of system (1.2)-(1.3) under the
control function uκ(s). Utilizing the stochastic Fubini Theorem, it is easy to
see that for gκ ∈ NG,yκ

yκ(t) = ŷT−κ(κI+ΓT0 )−1

[
EŷT +

∫ T

0
φ̂(s)dw(s)−Tα(T )(y0−h(yκ))(3.27)

−Kα(T )×
(
y1 − g(yκ)− F (0, y(h1(0)), 0)

)]

+κ

∫ T

0
(κI+ΓTs )−1Tα(T−s)×F (s, yκ(h1(s)),

∫ s

0
a1(s, τ, yκ(h2(τ)))dτ)ds

+ κ

∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, yκ(h3(s)))ds

+ κ

∫ T

0
(κI + ΓTs )−1Rα(T − s)gκ(s)dw(s)
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+ κ
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(yκ(ti))

+ κ
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(yκ(ti)), t ∈ [0, T ].

By uniformly boundedness of F , K and G, there are subsequences still denoted
by F (t, yκ(h1(t)),

∫ t
0 a1(t, s, yκ(h2(s)))ds), K(t, yκ(h3(t))) and gκ(t), which con-

verge weakly to f(s) ∈ U, k(s) ∈ U and g(s) ∈ L(V,U). Now, we have

E‖yκ(T )− ŷT ‖2 ≤ 7

∥∥∥∥∥κ(κI + ΓT0 )−1

[
EŷT − Tα(T )(y0 − h(yκ))

−Kα(T )
(
y1−g(yκ)−F (0, y(h1(0)), 0)

)]∥∥∥∥∥
2

+7‖κ(κI+ΓT0 )−1

∫ T

0
φ̂(s)dw(s)‖2

+ 7‖κ
∫ T

0
(κI+ΓTs )−1Tα(T−s)×F (s, yκ(h1(s)),

∫ s

0
a1(s, τ, yκ(h2(τ)))dτ)ds‖2

+ 7‖κ
∫ T

0
(κI + ΓTs )−1Rα(T − s)K(s, yκ(h3(s)))ds‖2

+ 7‖κ
∫ T

0
(κI + ΓTs )−1Rα(T − s)gκ(s)dw(s)‖2

+ 7‖κ
∑

0<ti<t

(κI + ΓTs )−1Tα(T − ti)Ii(yκ(ti))‖2

+ 7‖κ
∑

0<ti<t

(κI + ΓTs )−1Kα(T − ti)Ji(yκ(ti))‖2.

(3.28)

By assumption (B1), for all s ∈ [0, T ], the operator κ(κI + ΓTs )−1 → 0
strongly as κ→ 0+ and moreover ‖κ(κI + ΓTs )−1‖ ≤ 1. Thus, by compactness
of operator Rα and Lebesgue dominated convergence theorem, we get that
E‖yκ(T )− ŷT ‖2 → 0 as κ→ 0+. This implies the approximate controllability
of (1.2).

4. EXAMPLE

Let us consider following partial neutral fractional order stochastic dif-
ferential equation with nonlocal conditions

Dα−1
t [y′(t, x)−

∫ t

0

∫ π

0
a(s, x, ζ)y(sin t, ζ)dζds] ∈ ∂2

∂x2
y(t, x)

+K(t,
∂

∂x
y(sin t, x)) + µ(t, x) + χ(t,

∂

∂x
y(sin t, x))

dw(t)

dt
, t ∈ [0, 1],

(4.1)
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∆y(ti, x) = Ii(y(ti, x)), i = 1, · · · ,m,
∆y′(ti, x) = Ji(y(ti, x)), i = 1, · · · ,m,

(4.2)

y(t, 0) = y(t, π) = 0 = y′(t, 0) = y′(t, π), t ∈ [0, 1],(4.3)

y(0, x) +

∫ π

0
b(x, θ)y(0, θ)dθ = y0(x),

y′(0, x) +

∫ π

0
d(x, θ)y(0, θ)dθ = y1(x), x ∈ [0, π],

(4.4)

where w(t) represents a one-dimensional standard Wiener process defined on
the filtered probability space (Ω,F ,P), Dα

t denotes the generalized Caputo
fractional derivative of order α ∈ [1, 2] and ti, i = 1, · · · ,m, m ∈ N are fixed
numbers such that 0 = t0 < t1 < · · · < tm < tm+1 = 1. The nonlinear function
b, d : [0, π] × [0, π] → R, a : [0, 1] × [0, π] × [0, π] → R, K : [0, 1] × R → R and
χ : [0, 1]× R→ P(R) are continuous mappings and y0, y1 ∈ L2([0, π]).
Let U = H = L2([0, π]). We consider the operator A : D(A) ⊂ U→ U defined
by Ay = y′′ with the domain

D(A) = {y ∈ U : y, y′ are absolutely continuous, y′′∈ U, and y(0)=y(π) = 0}.
Therefore, it is clear that the densely defined operator A is the infinitesimal
generator of a resolvent family Rα, t ≥ 0. Moreover, A has a discrete spectrum
with eigenvalues of the form −n2, n = 1, 2, · · · and corresponding normalized
eigenfunctions are given by yn(x) =

√
2/π sin(nx). Additionally, the set {yn :

n ∈ N} is an orthonormal basis for U

T (t)y =

∞∑
n=1

e−n
2t(y, yn)yn, for all y ∈ U, t > 0.

Take y(t)x = y(t, x) and consider the bounded linear operator B : H → U by
Bu(t) = µ(t, x), x ∈ [0, π], u ∈ H.
Therefore, let us consider

F (t, u)(·) =

∫ π

0
a(t, ·, ϑ)u(ϑ)dϑ,(4.5)

K(t, u)(·) = K(t, u′(·)),(4.6)

G(t, u)(·) = χ(t, u′(·)),(4.7)

h(u)(·) =

∫ π

0
b(·, ϑ)u(ϑ)dϑ,(4.8)

g(u)(·) =

∫ π

0
d(·, ϑ)u(ϑ)dϑ.(4.9)

Take h1(t) = h3(t) = h4(t) = sin(t). Thus, the system (1.2)-(1.3) can be
written as

Dα−1
t [y′(t)− F (t, y(h1(t)))] ∈ Ay(t) +Bu(t) +K(t, y(h3(t)))
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+G(t, y(h4(t)))
dw(t)

dt
, t ∈ [0, T ], t 6= ti, i = 1, · · · ,m, m ∈ N,(4.10)

∆y(ti) = y(t+i )− y(t−i ) = Ii(y(t−i )), ∆y(ti) = Ji(y(ti)),(4.11)

y(0) + h(y) = u0, y′(0) + g(y) = y1.(4.12)

Furthermore, F,K : J × U→ U G : [0, T ]× U→ L(V,U). On the other hand,
the linear fractional stochastic system corresponding to (4.1) is approximately
controllable. Hence, there exists a mild solution for (4.1)–(4.4) under appro-
priate functions G,F,K, h, g and Ii satisfying suitable conditions to verify the
assumptions on Theorem 3.2.
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[18] M. Fečkan, J.-R.Wang, and Y. Zhou, Controllability of fractional functional evolution
equations of Sobolev type via characteristic solution operators. J. Optim. Theory Appl.
165 (2013), 79–95.
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