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In this paper, we study the existence and uniqueness of multiplicative n-th root
functions n

√
over finite semigroups, in order to implement these ideas on finite

groups, fields and commutative rings. A set of sufficient and necessary conditions
are presented for existence of multiplicative n-th root functions over different
algebraic structures. It is also shown that once the existence is established, the
uniqueness is guaranteed. In addition, we describe the construction procedure
of such a function.
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1. INTRODUCTION

Given a real number a ∈ R, a square-root of a is any b ∈ R for which
b2 = a. It is well known that any positive real number has two square roots,
one positive and one negative. That fact, along with the observation that the
square-root of 0 is 0, allow us to define the principal square root of a, which is
denoted by

√
a, to be its non-negative square-root. One of the most familiar

properties of the principal square-root function is its multiplicativity property
which states that

√
ab =

√
a
√
b for every two non-negative real numbers a

and b.
The concept of square-root functions can be carried on into a wider

medium: by a square-root function over a field F we mean a function r : F(2) →
F, where F(2) := {a2 : a ∈ F}, such that r(x)2 = x for every x ∈ F(2). For
example, if F = R, then R(2) = [0,∞). In this case, both functions r1(x) =

√
x

and r2(x) = −
√
x are examples of square-root functions over R. It turns out

that among all square-root functions over R, the function r1 above is the only
square-root function which satisfies the multiplicity property. Generally, the
existence of a multiplicative square-root function is not guaranteed over every
field. For example, over the field of complex numbers C such a multiplicative
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square-root function does not exist. Indeed, as one can verify, in this case
C(2) = C and if we had a multiplicative square-root function r : C → C, then
on the one hand r(1) = r((−1)2) = r(−1)2 = −1, but on the other hand
r(1) = r(12) = r(1)2 = 1, a contradiction. In view of this, it is natural to
ask, in which fields can a multiplicative square-root function be defined, and
in these cases, is this function unique? This problem in general was treated by
Waterhouse in [12] and by G ladki in [3] and [4], in which an extensive treat-
ment of this problem was given for both finite and infinite fields. The goal of
this paper is to study the existence and uniqueness of multiplicative n-th root
functions over several finite algebraic structures. To do so, we first discuss
this issue from a more general point of view, by solving the problem for finite
semigroups. We then apply the results to finite groups, commutative rings and
fields.

Let S be a semigroup, written multiplicatively, and let n ⩾ 2 be an
integer. For any a ∈ S, we define the n-th power of a to be an. The set of n-th
powers of the elements of S is denoted by S(n), that is S(n) := {an : a ∈ S}.
Given an element a ∈ S, any solution x ∈ S of the equation

xn = a

is called an n-th root of a. In general, a may not have an n-th root. On
the other hand, it may have more than one. The set of the n-th roots of a
is denoted by a

1
n , that is a

1
n := {b ∈ S : bn = a}. Note that a has an n-th

root if and only if a ∈ S(n). Therefore, S(n) can also be referred as the set
of elements of S which have an n-th root. An n-th root function (abbreviated
as RF) over S is a function r : S(n) → S that maps every element of S(n)

to one of its n-th roots. In other words, r is an n-th RF if r(x) ∈ x
1
n , or

equivalently, if r(x)n = x for every x ∈ S(n). An n-th RF r over S such that
r(x) = x for every x ∈ S(n), is referred to as trivial. It should be noted that
in general, a trivial n-th RF may not exists over S. A 2-nd RF and a 3-rd
RF are also called a square-RF and a cube-RF, respectively. We say that an
n-th RF r over S is multiplicative if S(n) is a subsemigroup of S and r is a
semigroup homomorphism from S(n) into S, that is, if r(xy) = r(x)r(y) for
every x, y ∈ S(n). The term “multiplicative n-th root function” is abbreviated
as n-th MRF. It should be emphasized that S(n) may not be a subsemigroup
of S and in these cases an n-th MRF does not exist over S. Furthermore, if
S(n) is a subsemigroup of S, then the existence of an n-th MRF over S is not
guaranteed. We note that if S is commutative, then S(n) is subsemigroup of S
for every n.

We also need the notion of n-commutativity. Let n be a positive integer.
Then a semigroup S is n-commutative if (ab)n = anbn for each a, b ∈ S. If R
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is a subset of a semigroup S, then R is n-commutative if R is a subsemigroup
of S and (ab)n = anbn for each a, b ∈ R.

As an illustrative example, consider the set of residues modulo 18, namely
the set Z18 = {0, 1, 2, . . . , 17} with respect to modular multiplication. In this
case

Z
(2)
18 = {0

2
, 1

2
, 2

2
, . . . , 17

2} = {0, 1, 4, 7, 9, 10, 13, 16}.
Since

0
1
2 = {0, 6, 12} 9

1
2 = {3, 9, 15}

1
1
2 = {1, 17} 10

1
2 = {8, 10}

4
1
2 = {2, 16} 13

1
2 = {7, 11}

7
1
2 = {5, 13} 16

1
2 = {4, 14}

there are 32 · 26 = 576 different square-RF’s over Z18. It turns out that among
them, only the following function is multiplicative

r(0) = 0 r(9) = 9
r(1) = 1 r(10) = 10
r(4) = 16 r(13) = 7
r(7) = 13 r(16) = 4.

Our goal in this paper is to study the existence and uniqueness of n-th MRF’s
over finite semigroups, in order to implement these ideas on finite groups, fields
and commutative rings.

We begin our study in Section 2, in which a brief overview of some special
concepts in semigroups theory is given. In Section 3, we discuss n-th MRF’s
over finite semigroups. One of our main results in Section 3 is Theorem 3.6:

Theorem 3.6. Suppose that S is a finite semigroup and n ⩾ 2 is an
integer. Then there exists an n-th MRF r over S iff S(n) is an n-commutative
subsemigroup of S, ind(S) ⩽ n and gcd(n, per(S)) = gcd(n2,per(S)). Further-
more, if such a function exists, then it is unique and it is given by

r(x) = xe,

where e is the least positive integer such that ne ≡ 1 (mod per(S(n))).

Recall that S(n) is n-commutative if and only if S(n) is a subsemigroup
of S and (ab)n = anbn for every a, b ∈ S(n). In addition, per(S) is the least
common multiple of the periods of all the elements in S and ind(S) is the
maximal index among the indices of the elements of S. The notions of period
and index are defined in Section 2.

The n-th MRF, in case of existence, is denoted by our more familiar surd
notation n

√
. We remark that due to uniqueness, there is no ambiguity in

using this notation.



222 B. Cohen 4

Section 4 focuses on n-th MRF’s over finite groups. When referring to
groups, n-commutativity is called being n-abelian. In the following theorem,
we gather the main results on the n-th MRF’s over finite groups, which can be
obtained by the application of the results for semigroups:

Theorem 4.2. Suppose that G is a finite group and n ⩾ 2 is an integer.
Then there exists a n-th MRF r over G if and only if G(n) is an n-abelian
subgroup of G and gcd(n, exp(G)) = gcd(n2, exp(G)). Furthermore, if r exists,
then the following assertions hold:

(a) r is the unique n-th MRF over G and is given by r(x) = xe, where e is
the least positive integer such that ne ≡ 1 (mod |G(n)|). Furthermore, r
is non-trivial if and only if e > 1.

(b) G(n) ⊴ G and consequently r(xg) = r(x)g for every x ∈ G(n) and g ∈ G.

(c) exp(G/G(n)) | n.

As an application of Theorem 4.2, we analyze the problem of existence of
non-trivial n-th MRF’s over certain families of groups:

Theorem 4.6. There exist no non-trivial n-th MRF’s over finite non-
abelian simple groups for every integer n ⩾ 2.

Theorem 4.8. Let p be an odd prime number and let n ⩾ 2 be an inte-
ger. In addition, suppose that m, k are positive integer such that m ⩾ 2k and
consider the following p-group

Cpm ⋊ Cpk = ⟨a, b | apm = 1, bp
k

= 1, bab−1 = ap
m−k+1⟩.

Then there exists a non-trivial n-th MRF over Cpm ⋊ Cpk if and only if n ≡ 1

(mod pk) and n ̸≡ 1 (mod pm).

In Section 5, we consider n-th MRF’s over finite commutative rings (with
identity). One of our main results is Theorem 5.3:

Theorem 5.3. Suppose that R is a finite commutative ring and n ⩾ 2
is an integer. Then there exists an n-th MRF over R iff gcd(n, exp(R∗)) =
gcd(n2, exp(R∗)) and R(n) \ {0} has no nilpotent elements. Furthermore, in
this case, the n-th root function is given by

n
√
x = xe,

where e is the least positive integer such that ne ≡ 1 (mod |R∗|/u) and u is
the number of n-th roots of unity in R.

As an application of Theorem 5.3, we obtained a criterion for the existence
of an n-th MRF’s over finite fields and over the ring Zm of residues modulo m.
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Corollary 5.4. Suppose that F is a finite field and n ⩾ 2 is an inte-
ger. Then there exists an n-th MRF over F if and only if gcd(n, |F| − 1) =
gcd(n2, |F| − 1). Furthermore, in this case, the n-th root function is given by

n
√
x = xe,

where e is the least positive integer such that ne ≡ 1 (mod |F|−1
u ) and u =

gcd(n, |F| − 1).

It should be noted that the first part of this result can be also obtained
as a consequence of Corollary 2.8 in [4]. We mention the following special case
of Corollary 5.4, when F = Zp is the field of residues modulo a prime p. In
this case, it can be shown that there exists a multiplicative square-RF over Zp

if and only if p ≡ 3 (mod 4). Furthermore, this square-RF is given by

√
x = x

p+1
4 .

See Example 5.5 for more details.

Corollary 5.6. Suppose that m > 1 and n ⩾ 2 are integers and let
m = pa11 · · · pass be the decomposition of m into distinct prime factors. Then
there exists an n-th MRF over Zm if and only if

max{a1, . . . , as} ⩽ n and gcd
(
n, λ(m)

)
= gcd

(
n2, λ(m)

)
,

where λ is the universal exponent of m. Furthermore, in this case, the n-th
root function is given by

n
√
x = xe,

where e is the least positive integer such that ne ≡ 1 (mod φ(m)
un(m)) and un(m)

is the number of n-th roots of unity in Zm.

We recall that φ(m) := |Z∗
m| and that the universal exponent of m

is defined by λ(m) := exp(Z∗
m). As an example, let us consider the ring

Z54. In this case, m = 54 = 21 · 33 and it can be shown that λ(54) = 18.
Therefore, by Corollary 5.6 there exists an n-th MRF over Z54 if and only if
max{1, 3} ⩽ n and gcd(n, λ(54)) = gcd(n2, λ(54)), that is, if and only if 3 ⩽ n
and gcd(n, 18) = gcd(n2, 18). In particular, it follows that a multiplicative
square-RF and cube-RF do not exist over Z54, while a multiplicative forth-RF
does exist. In order to find an explicit formula for this forth-RF, first note that

Z
(4)
54 = {0, 1, 4, 7, 10, 13, 16, 19, 22, 25, 27, 28, 31, 34, 37, 40, 43, 46, 49, 52}.

Now, by Corollary 5.6, we have that 4
√
x = xe, where e is the least positive

integer such that 4e ≡ 1 (mod φ(54)/u4(54)). In this case, φ(54) = 18 and
it can be shown that −1, 1 are the only forth-root of unity in Z54. Hence,



224 B. Cohen 6

u4(54) = 2, so 4e ≡ 1 (mod 9) and its least solution is e = 7. Therefore, the
multiplicative forth-root function over Z54 is given by

4
√
x = x7

for every x ∈ Z(4)
54 . As an illustrative example, note that on the one hand we

get that
4
√

13 · 4 =
4
√

52 = 52
7

= 34,
and on the other hand

4
√

13
4
√

4 = 13
7 · 4

7
= 31 · 22 = 34

so
4
√

13 · 4 =
4
√

13
4
√

4, as expected.

2. PRELIMINARIES: MONOGENIC SEMIGROUPS

Let S be a semigroup. Given an element a ∈ S, we define ⟨a⟩ :=
{a, a2, a3, . . . }. Clearly, ⟨a⟩ it is a subsemigroup of S and is referred to as
the monogenic subsemigroup of S generated by a. If S is a semigroup in which
there exists an element a such that S = ⟨a⟩, then S is said to be a monogenic
semigroup.

If S is a finite semigroup, then there are repetitions among the powers of
a, so there exist positive integers 1 ⩽ α < β such that

aα = aβ.

If β is the least exponent satisfying such an equality, then all elements in
the sequence {a, a2, . . . , aβ−1} are distinct, and therefore, the exponent α is
uniquely determined by β. Thus

⟨a⟩ = {a, a2, a3, . . . , aα, . . . , aβ−1}

and α is the least exponent such that there exists γ > α with aα = aγ . Under
these settings, we define the order of a as ord(a) := β − 1, the index of a as
ind(a) := α and the period of a as per(a) := β − α. The following scheme
summarizes these definitions:

the size of that list
is the order of a︷ ︸︸ ︷

a, a2, a3, . . . , aα︸ ︷︷ ︸
the size of that list
is the index of a

a, a2, a3, . . . ,

the size of that list
is the period of a︷ ︸︸ ︷

aα, aα+1, aα+2, . . . , aβ−1

Note that as aα = aβ, under these definitions,

aind(a) = aind(a)+per(a) = aord(a)+1
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and ax = ay if and only if either x = y or

x ≡ y (mod per(a)) and ind(a) ⩽ min{x, y}.
As an illustrative example, let us consider the monogenic subsemigroup ⟨10⟩
of S = Z112 with respect to modular multiplication. In this case, we get that

⟨10⟩ = {10, 10
2
, 10

3
, 10

4
, . . .}

= {10, 100, 104,32, 96, 64, 80, 16, 48,32, 96, 64, . . .}.

Thus, ind(10) = 4, per(10) = 6 and ord(10) = 9. As another example, consider
the monogenic subsemigroup ⟨3⟩ of S = Z6 with respect to modular multipli-

cation. In this case, we get that ⟨3⟩ = {3, 3
2
, 3

3
, . . .} = {3, 3, 3, . . .}, so in this

case, ind(3) = 1, per(3) = 1 and ord(3) = 1.
Given an element a of a finite semigroup S, the monogenic subsemigroup

⟨a⟩ is determined, up to isomorphism, by the index and the period of a. In
other words, for every a, b ∈ S, ⟨a⟩ ∼= ⟨b⟩ if and only if a and b have the
same index and period (see [7, p. 12]). Furthermore, it can be shown that the
generator a of the finite monogenic subsemigroup ⟨a⟩ is uniquely determined
by ⟨a⟩, unless ⟨a⟩ is a group (see [7, p. 40]).

An important subset of ⟨a⟩ is the kernel of ⟨a⟩, which is defined by

Ka := {aα, aα+1, . . . , aβ−1}.
By [7, pp. 11–12] the subset Ka forms a cyclic group of order per(a). For
example, the kernel of the monogenic subsemigroup ⟨10⟩ of S = Z112 is

K10 = {10
4
, 10

5
, . . . , 10

9} = {32, 96, 64, 80, 16, 48}.

This set forms a cyclic group of order 6 generated by 10
7

= 80 with 10
6

= 64
as an identity element. Note that by the definition of the kernel, it follows
that ⟨a⟩ is a group if and only if ind(a) = 1. In addition, it is worth noting
that if e is the identity element of Ka, then Ka = {e, ea, ea2, . . . , eaρ−1}, where
ρ = per(a). Since e is an idempotent, it follows that (ea)k = eak for every
k ⩾ 1. Thus Ka = ⟨ea⟩. Furthermore, if o(x) denotes the order of x as an
element of the group Ka, then o((ea)n) = o(ea)/ gcd(n, o(ea)) for every positive
integer n. But o(x) = per(x) for every x ∈ Ka and since per(ean) = per(an),
it follows that

per(an) =
per(a)

gcd(n, per(a))
for every positive integer n.

Given a finite subset A = {a1, . . . , an} of a finite semigroup S, we further
define

per(A) := lcm(per(a1), . . . ,per(an))

ind(A) := max{ind(a1), . . . , ind(an)}.
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Note that, in particular, for A = S we get that aind(S) = aind(S)+per(S) for all
a ∈ S.

Another important concept is the exponent of S, denoted by exp(S),
which is defined to be the smallest positive integer ω such that all the ele-
ments of S(ω) are idempotents. Recall that an element e of a semigroup S
is idempotent if e2 = e. We remark that exp(S) is well defined since by [7,
p. 12], for every a ∈ S, there exists a positive integer k such that ak is idem-
potent. Note that by the definition of the exponent aexp(S) = a2 exp(S) for
every a ∈ S, so ind(a) ⩽ exp(S) and per(a) | exp(S) for every a ∈ S. There-
fore, ind(S) ⩽ exp(S) and per(S) | exp(S). In general, it may happen that
per(S) ̸= exp(S). For example, let

S =
{(

1 0
0 0

)
︸ ︷︷ ︸

a

,

(
0 1
0 0

)
︸ ︷︷ ︸

b

,

(
0 0
1 0

)
︸ ︷︷ ︸

c

,

(
0 0
0 1

)
︸ ︷︷ ︸

d

,

(
0 0
0 0

)
︸ ︷︷ ︸

e

}
.

Under usual multiplication of matrices, we get the following multiplication
table

a b c d e

a a b e e e
b e e a b e
c c d e e e
d e e c d e
e e e e e e

As one can see, S is a non-commutative finite semigroup. Note that a = a2,
b2 = b3, c2 = c3, d = d2 and e = e2, so every element has period 1. Thus,
per(S) = 1 and ind(S) = 2. Furthermore, exp(S) = 2 since a, d, e are the
idempotent elements of S and S(2) = {a, d, e}.

It is worth mentioning that if ind(a) ⩽ per(a) for all a ∈ S, then per(S) =
exp(S). Indeed, in this case, aper(a) is the identity element of Ka, so aper(S) is
idempotent for all a ∈ S. Hence, exp(S) ⩽ per(S) and since per(S) | exp(S),
we deduce that per(S) = exp(S), as claimed.

In the case S = G is a finite group, we get that ind(a) = 1 and per(a) =
ord(a) for every a ∈ G, so ind(G) = 1 and per(G) = exp(G). Here, exp(G)
denotes, as usual, the least positive integer k such that ak = 1G for all a ∈ G.

3. THE n-TH MRF’S OVER FINITE SEMIGROUPS

In this section, we establish the main properties of the n-th MRF’s over
finite semigroups. We begin with the following two important theorems, which
plays a key role in our analysis.
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Theorem 3.1. Suppose that S is a finite semigroup, n ⩾ 2 is an integer
and a ∈ S(n). If r is an n-th MRF over S, then

(a) ⟨a⟩ = ⟨r(a)⟩ and consequently r(a) ∈ S(n).

(b) ⟨a⟩ forms a group and its order satisfies gcd(n, ord(a)) = 1.

(c) r is an automorphism of S(n).

(d) r(a) is the unique n-th root of a in S(n).

Proof. (a) Suppose that a ∈ S(n) and set r(a) = b. Then b ∈ S and
a = bn. Note that since a = bn, it follows that a ∈ ⟨b⟩, so ⟨a⟩ ⊆ ⟨b⟩. Therefore,
in order to prove our assertion, it suffices to prove that ord(a) = ord(b).

Let α, β be the index and the period of a, respectively, and let γ, δ be the
index and the period of b, respectively. So aα = aα+β and bγ = bγ+δ. First, we
prove that α = γ and β = δ. Indeed, note that

bα = r(a)α = r(aα) = r(aα+β) = r(a)α+β = bα+β.

Thus bα = bα+β, so γ ⩽ α and α ≡ α + β (mod δ), that is, γ ⩽ α and δ | β.
Similarly

aγ = (bn)γ = (bγ)n = (bγ+δ)n = (bn)γ+δ = aγ+δ.

Thus aγ = aγ+δ, so α ⩽ γ and γ ≡ γ + δ (mod β), that is, α ⩽ γ and
β | δ. Therefore α = γ and β = δ, as claimed. It follows that ⟨a⟩ ∼= ⟨b⟩, so
ord(a) = ord(b), as required.

(b) In order to prove that ⟨a⟩ is a group, it suffices to prove that the index
α of a is 1. Indeed, ⟨a⟩ = ⟨b⟩ by Part (a), so in particular b ∈ ⟨a⟩. Hence,
there exists a positive integer k such that b = ak. Since a = bn, it follows that
a = akn. But 1 < kn since n ⩾ 2, so we deduce that α = 1, as claimed.

Next, we prove that gcd(n, ord(a)) = 1. Note that by the first part of this
proof, it follows that 1 ≡ kn (mod β), so gcd(n, β) = 1. Since ⟨a⟩ is a group,
it follows that ord(a) = β, so gcd(n, ord(a)) = 1, as claimed.

(c) By definition, r is a homomorphism from S(n) into S. In addition, r
is injective. Indeed, if a, b ∈ S(n) and r(a) = r(b), then r(a)n = r(b)n, so a = b,
as required. Finally, we verify that im(r) = S(n). Since r is injective, it suffices
to verify that im(r) ⊆ S(n). But this follows immediately form Part (a) since
r(a) ∈ S(n) for every a ∈ S(n).

(d) Set r(a) = b. By definition, b is an n-th root of a and by Part (a) we
know that b ∈ S(n). We prove that if a = cn for some c ∈ S(n), then b = c.
Indeed, since r is multiplicative, it follows that b = r(a) = r(cn) = r(c)n = c,
as required.
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Theorem 3.2. Suppose that S is a finite semigroup and n ⩾ 2 is an
integer. Then S(n) = S if and only if ind(S) = 1 and gcd(n, exp(S)) = 1.
Consequently, if ind(S) = 1 and gcd(n, exp(S)) = 1, then every a ∈ S has a
unique n-th root in S.

Proof. Set ω = exp(S) and suppose that ind(S) = 1 and gcd(n, ω) = 1.
Consider the function f : S → S(n) defined by f(x) = xn. Observe that f is
onto. Thus, in order to prove that S(n) = S, it suffices to prove that f is also
one-to-one. So suppose that f(a) = f(b) for some a, b ∈ S. Set α = per(a) and
β = per(b). Since ind(S) = 1, it follows that ind(a) = 1 and ind(b) = 1. Thus
a = a1+α and b = b1+β. First, note that by induction, we obtain that a = a1+kα

and b = b1+kα for every non-negative integer k. Recall that per(S) | ω and
since gcd(n, ω) = 1, it follows that gcd(n, lcm(α, β)) = 1. Therefore, there
exists a positive integer t such that nt ≡ 1 (mod lcm(α, β)). In addition, since
α | lcm(α, β) and β | lcm(α, β), there exist positive integers k,m such that
nt = 1 + kα and nt = 1 + mβ. Now, using our assumption that an = bn, we
get that

a = a1+kα = ant = (an)t = (bn)t = bnt = b1+mβ = b,
as required.

Conversely, suppose that S(n) = S and consider again the function f :
S → S(n) defined by f(x) = xn. Clearly, f is onto and since |S(n)| = |S|,
we conclude that f is one-to-one. In other words, for every x, y ∈ S, the
assumption xn = yn implies that x = y.

First, we prove that ind(S) = 1. Suppose by the way of contradiction
that ind(S) > 1. Therefore, there exists a ∈ S such that ind(a) > 1. Set
α = ind(a) and β = per(a). Note that since α > 1 and n ⩾ 2, it follows that
α ⩽ 2(α− 1) ⩽ n(α− 1). In addition, since n(α− 1) ≡ n(α− 1 + β) (mod β),
we deduce that an(α−1) = an(α−1+β), that is

(aα−1)n = (aα−1+β)n.

But f is one-to-one, so aα−1 = aα−1+β, which contradicts the minimality of α.
Next, we prove that gcd(n, ω) = 1. Suppose by the way of contradiction

that gcd(n, ω) ̸= 1 and let p be a prime number such that p | ω and p | n.
We begin by proving that there exists a ∈ S such that aω ̸= aω/p. Suppose
otherwise that aω = aω/p for every a ∈ S. Since aω is idempotent, we deduce
that aω/p is idempotent for every a ∈ S, which implies by the minimality of
the exponent, that ω ⩽ ω/p, a contradiction. Thus, there exists a ∈ S such
that aω ̸= aω/p, as claimed. Now, note that since aω is idempotent, it follows
that (aω)n/p = aω and (aω)n = aω. Hence

(aω/p)n = (aω)n/p = aω = (aω)n,

which contradicts the fact that f is one-to-one.
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In order to prove our main result, we need first the following three propo-
sitions.

Proposition 3.3. Let a, b, n be positive integers. Then

(a) gcd(n, a) = gcd(n2, a) and gcd(n, b) = gcd(n2, b) if and only if we have
that gcd(n, lcm(a, b)) = gcd(n2, lcm(a, b)).

(b) gcd(n, lcm(a, b)) = 1 if and only if gcd(n, a) = 1 and gcd(n, b) = 1.

Proof. (a) For convenience, we denote gcd(a, b) and lcm(a, b) by (a, b) and
[a, b], respectively. Suppose that (n, a) = (n2, a) and (n, b) = (n2, b). Using the
identity (a, [b, c]) = [(a, b), (a, c)] from [9, p. 23], we obtain that

(n, [a, b]) = [(n, a), (n, b)] = [(n2, a), (n2, b)] = (n2, [a, b]),

as required. Conversely, suppose that (n, [a, b]) = (n2, [a, b]). Clearly, (n, a) |
n2 and (n, a) | a, so (n, a) | (n2, a). In addition, (n2, a) | a and a | [a, b], so
(n2, a) | [a, b]. Since (n2, a) | n2, it follows that (n2, a) | (n2, [a, b]). By our
assumption, (n, [a, b]) = (n2, [a, b]), so (n2, a) | (n, [a, b]) and hence (n2, a) | n.
Since (n2, a) | a, we deduce that (n2, a) | (n, a). Thus (n2, a) = (n, a) and
similarly (n2, b) = (n, b).

(b) The assertion follows by the identity (n, [a, b]) = [(n, a), (n, b)] and by
noting that [x, y] = 1 if and only if x = 1 and y = 1 for every two positive
integers x, y.

Proposition 3.4. Suppose that S is a finite semigroup and n ⩾ 2 is an
integer. Then

(a) If a ∈ S(n), then ⟨a⟩ ⊆ S(n).

(b) If S is n-commutative, then S(n) is a subsemigroup of S.

Proof. Part (a) is trivial. For Part (b), let a, b ∈ S(n). Then there exist
x, y ∈ S such that a = xn and b = yn. Since S is n-commutative, it follows
that ab = xnyn = (xy)n. But xy ∈ S since S is a semigroup, so ab ∈ S(n), as
required.

We remark that the converse of Proposition 3.4(b) does not hold. As a
counterexample, take S to be the quaternion group Q8 = {±1,±i,±j,±k}. As

one can verify, in this case, Q
(3)
8 = Q8, so Q

(3)
8 is indeed a subgroup. But Q8

is not 3-abelian since (ij)3 = k3 = −k, while i3j3 = (−i)(−j) = ij = k.

Proposition 3.5. Suppose that S is a finite semigroup and n ⩾ 2 is an
integer. Then
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(a) gcd(n, per(S(n))) = 1 if and only if gcd(n, per(S)) = gcd(n2,per(S)).

(b) ind(S(n)) = 1 if and only if ind(S) ⩽ n.

Proof. (a) Suppose that S = {a1, . . . , ak} and for each 1 ⩽ i ⩽ k set
di = per(ai). Recall that per(ani ) = di/ gcd(n, di) for each 1 ⩽ i ⩽ k. Hence

gcd(n,per(S(n))) = gcd
(
n, lcm

(
per(an1 ), . . . ,per(ank)

))
= gcd

(
n, lcm

( d1
gcd(n, d1)

, . . . ,
dk

gcd(n, dk)

))
.

Using Proposition 3.3(b), we deduce that gcd(n,per(S(n))) = 1 if and only if

gcd
(
n,

di
gcd(n, di)

)
= 1

for each 1 ⩽ i ⩽ k. Since

gcd
(
n,

di
gcd(n, di)

)
=

gcd(n gcd(n, di), di)

gcd(n, di)
=

gcd(n2, ndi, di)

gcd(n, di)
=

gcd(n2, di)

gcd(n, di)
,

it follows that gcd
(
n, di

gcd(n,di)

)
= 1 if and only if gcd(n2, di) = gcd(n, di). By

Proposition 3.3(a), we deduce that gcd(n2, di) = gcd(n, di) for every 1 ⩽ i ⩽ k
if and only if

gcd
(
n, lcm(d1, . . . , dk)

)
= gcd

(
n2, lcm(d1, . . . , dk)

)
,

that is, if and only if gcd(n,per(S)) = gcd(n2, per(S)), as required.
(b) Note that it suffices to prove that ind(an) = 1 if and only if ind(a) ⩽ n

for every a ∈ S. Set β = per(a) and δ = per(an). Now

ind(an) = 1 ⇔ an = (an)1+δ

⇔ an = an+nδ

⇔ ind(a) ⩽ n and n ≡ n + nδ (mod β)

⇔ ind(a) ⩽ n and β | nδ.
But δ = β/ gcd(n, β) and gcd(n, β) | n, so β | nδ. Therefore, ind(an) = 1 if
and only if ind(a) ⩽ n, as claimed.

We are ready now to prove our main theorem.

Theorem 3.6. Suppose that S is a finite semigroup and n ⩾ 2 is an
integer. Then there exists an n-th MRF r over S iff S(n) is n-commutative
subsemigroup of S, ind(S) ⩽ n and gcd(n, per(S)) = gcd(n2,per(S)). Further-
more, if such a function exists, then it is unique and it is given by

r(x) = xe,

where e is the least positive integer such that ne ≡ 1 (mod per(S(n))).
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Proof. Suppose that there exists an n-th MRF r over S. We begin
by proving that (S(n))(n) = S(n). First of all, since S(n) ⊆ S, it follows
that (S(n))(n) ⊆ S(n). Additionally, if x ∈ S(n), then r(x) ∈ S(n) by Theo-
rem 3.1(a), so x = r(x)n ∈ (S(n))(n). Hence, (S(n))(n) ⊇ S(n) and therefore
(S(n))(n) = S(n), as claimed. Since S(n) is a semigroup, it follows by The-
orem 3.2 that ind(S(n)) = 1 and gcd(n, exp(S(n))) = 1. Recall that since
ind(S(n)) = 1, we deduce that exp(S(n)) = per(S(n)). Hence, ind(S(n)) = 1
and gcd(n,per(S(n))) = 1, and by Proposition 3.5, it follows that ind(S) ⩽ n
and gcd(n,per(S)) = gcd(n2, per(S)), as required. We are left to prove that
S(n) is n-commutative. So, suppose that x, y ∈ S(n). By Theorem 3.1(c), r
is an automorphism of S(n), so there exist a, b ∈ S(n) such that r(a) = x and
r(b) = y. Since r is multiplicative, it follows that xy = r(a)r(b) = r(ab). Hence
(xy)n = ab = xnyn, as required.

Conversely, suppose that ind(S) ⩽ n and gcd(n,per(S)) =gcd(n2, per(S))
and that S(n) is n-commutative subsemigroup of S. First, by Proposition 3.5,
we deduce that gcd(n, per(S(n))) = 1 and ind(S(n)) = 1. Hence, by Theo-
rem 3.2, every a ∈ S(n) has a unique n-th root â in S(n). Now, consider the
function r : S(n) → S(n) defined by r(x) = x̂. Note that r is an n-th RF over S,
so it suffices to prove that r is multiplicative. Let x, y ∈ S(n). On the one hand,
since S(n) is a semigroup, it follows that xy ∈ S(n). Thus, x̂y is the unique
n-th root of xy in S(n). On the other hand, x̂, ŷ ∈ S(n) and since S(n) is n-
commutative semigroup, it follows that x̂ŷ ∈ S(n) and (x̂ŷ)n = (x̂)n(ŷ)n = xy.
Thus, x̂ŷ is an n-th root of xy in S(n) and by uniqueness x̂y = x̂ŷ, that is,
r(xy) = r(x)r(y), as required.

Next, we turn to prove that there exists at most one n-th MRF over S.
Suppose that r and r̃ are two n-th MRF’s over S. By Theorem 3.1(d), any
x ∈ S(n) has a unique n-th root in S(n). In addition, since by Theorem 3.1(a)
both r(x) and r̃(x) are n-th roots in S(n), we deduce that r(x) = r̃(x), as
required.

Finally, we prove that in case of existence, any n-th MRF r is of the form
r(x) = xe, where e is a positive integer such that ne ≡ 1 (mod per(S(n))).
Before we begin, note that since gcd(n,per(S)) = gcd(n2,per(S)), it follows by
Proposition 3.5(a) that gcd(n, per(S(n))) = 1, so a positive number e such that
ne ≡ 1 (mod per(S(n))) indeed exists. Now, given x ∈ S(n), note that xe ∈ S(n)

by Proposition 3.4(a). Furthermore, since ind(S) ⩽ n, it follows by Proposition
3.5(b) that ind(S(n)) = 1, so ind(x) = 1. In addition, since per(x) | per(S(n))
and since ne ≡ 1 (mod per(S(n))), it follows that ne ≡ 1 (mod per(x)). By
noting that 1 = ind(x) < ne, we deduce that (xe)n = xne = x, so xe is an n-th
root of x in S(n). Since by Theorem 3.1(d) every element of S(n) has a unique
n-th root in S(n), it follows that r(x) = xe, as required.
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Remark 1. The necessary and sufficient conditions for existence of n-th
MRF’s, given in Theorem 3.6, can be replaced with the aid of Proposition 3.5 as
follows: there exists an n-th MRF over S if and only if S(n) is n-commutative,
ind(S(n)) = 1 and gcd(n,per(S(n))) = 1. These equivalent conditions are
sometimes more usable then those stated in Theorem 3.6.

Remark 2. The least positive integer e in Theorem 3.6, for which the
set r(x) = xe can be replaced by another least positive integer e′ satisfying
ne′ ≡ 1 (mod m), where m is any positive integer such that gcd(n,m) = 1 and
per(S(n)) | m. In order to establish that claim, it suffices to prove that e ≡ e′

(mod per(S(n))). First, note that since gcd(n,m) = 1, the congruence ne′ ≡ 1
(mod m) is indeed solvable. Now, since per(S(n)) | m, it follows that ne′ ≡ 1
(mod per(S(n))). Hence ne ≡ ne′ (mod per(S(n))), so e ≡ e′ (mod per(S(n)))
since gcd(n,m) = 1, as required. As we see, expressing r in term of e′ rather
than e, can be more convenient in some cases.

By Theorem 3.6, if an n-th MRF over S exists, it is unique. This unique
function is denoted by the familiar surd notation n

√
. Thus, by definition, the

function x 7→ n
√
x (in case it exists) satisfies n

√
x
n

= x and n
√
xy = n

√
x n
√
y

for every x, y ∈ S(n). As we have shown, likewise the familiar real n-th roots
functions, this function can be written also in exponential notation.

Example 3.7. Consider the set of residues Z8 = {0, 1, 2, . . . , 7} with re-
spect to modular multiplication. Note that, in this case

⟨2⟩ = {2, 4, 0, 0, 0, . . .}.

Thus, ind(2) = 3, so ind(Z8) ⩾ 3. It follows by Theorem 3.6 that a multiplica-
tive square-RF does not exist over Z8.

Example 3.8. Consider the semigroup S consisting of the m × m zero
matrix O and all the m×m matrices Eij with 1 on the ij entry and 0 elsewhere.
As one can verify, S forms a finite semigroup of order m2 + 1 under matrix
multiplication. Note that for every i, j ∈ {1, 2, . . . ,m}

E2
ij =

{
O if i ̸= j

Eii if i = j.

Hence, ind(S) = 2 and per(S) = 1. Therefore, S(n) = S(2)={O,E11, . . . , Emm}
for every integer n ⩾ 2. In addition, note that S(n) is commutative, which
implies that S(n) is n-commutative. Therefore, by Theorem 3.6, we deduce that
there exists an n-th MRF x 7→ n

√
x over S. Furthermore, since e = 1 trivially

satisfies the congruence ne ≡ 1 (mod per(S(n))), it follows that n
√
x = x for

every x ∈ S(n), so there is no non-trivial n-th MRF over S.



15 n-th MRF functions over finite structures 233

Example 3.9. Consider the set of residues Z26 = {0, 1, 2, . . . , 25} with
respect to modular multiplication. In this case

Z
(3)
26 = {0, 1, 5, 8, 12, 13, 14, 18, 21, 25}

and

⟨0⟩ = {0, 0, 0, . . .} ⟨13⟩ = {13, 13, 13, . . .}
⟨1⟩ = {1, 1, 1, . . .} ⟨14⟩ = {14, 14, 14, . . .}
⟨5⟩ = {5, 25, 21, 1, 5, 25, . . .} ⟨18⟩ = {18, 12, 8, 14, 18, 12, . . .}
⟨8⟩ = {8, 12, 18, 14, 8, 12, . . .} ⟨21⟩ = {21, 25, 5, 1, 21, 25, . . .}
⟨12⟩ = {12, 14, 12, 14, . . .} ⟨25⟩ = {25, 1, 25, 1, . . .}.

Observe that ind(x) = 1 and per(x) ∈ {1, 2, 4} for every x ∈ Z
(3)
26 . Thus

ind(Z
(3)
26 ) = 1 and per(Z

(3)
26 ) = 4. Additionally, since Z26 is commutative, it

follows by Theorem 3.6 that there exists a (unique) multiplicative cube-RF
over Z26. By noticing that e = 3 satisfies the congruence 3e ≡ 1 (mod 4), we
obtain that this cube-RF is

3
√
x = x3,

where x ∈ Z(3)
26 . Hence,
3
√

0 = 0
3
√

1 = 1
3
√

5 = 21
3
√

8 = 18
3
√

12 = 12
3
√

13 = 13
3
√

14 = 14
3
√

18 = 8
3
√

21 = 5
3
√

25 = 25.

Corollary 3.10. Suppose that S is a finite commutative semigroup and
m,n ⩾ 2 are integers. In addition, suppose that there exists an n-th MRF over
S. If n | m and if m has exactly the same prime divisors as n, then there
exists an m-th MRF over S. In particular, there exists an nk-th MRF over S
for every positive integer k.

Proof. By Theorem 3.6, the existence of an n-th MRF over S implies
that ind(S) ⩽ n and gcd(n, per(S)) = gcd(n2,per(S)). Note that since S is
commutative, it suffices to prove that

ind(S) ⩽ m and gcd(m,per(S)) = gcd(m2, per(S)).

First, since ind(S) ⩽ n and n | m, it follows that ind(S) ⩽ m. Next, sup-
pose that pa∥n, where p is a prime and a ⩾ 1, and let b ⩾ 0 such that
pb∥ gcd(n,per(S)). Then b ⩽ a. We claim that pb∥per(S). Indeed, sup-
pose otherwise that pb+1 | per(S). Since p2a∥n2 and b + 1 ⩽ a + 1 ⩽ 2a,
it follows that pb+1 | n2, so pb+1 | gcd(n2,per(S)), which contradicts the fact
that gcd(n, per(S)) = gcd(n2,per(S)). So pb∥per(S) and since n | m, we de-
duce that pb∥ gcd(m,per(S)) and pb∥ gcd(m2, per(S)). Now, n and m have the
same prime divisors, so gcd(n, per(S)) = gcd(m,per(S)) and gcd(n2,per(S)) =
gcd(m2,per(S)). Therefore, gcd(m,per(S)) = gcd(m2, per(S)), as required.



234 B. Cohen 16

Recall that given two finite semigroups (S, ·) and (T, •), then S × T
with the binary operation ∗ defined by (x1, y1) ∗ (x2, y2) = (x1 · x2, y1 • y2)
is a semigroup. Note also that since per((x, y)) = lcm(per(x),per(y)) and
ind((x, y)) = max{ind(x), ind(y)} for every (x, y) ∈ S × T , it follows that
ind(S × T ) = max{ind(S), ind(T )} and per(S × T ) = lcm(per(S),per(T )).

The next result, which is useful in the sequel, follows straightforwardly
from the definition of S × T .

Proposition 3.11. Suppose that S and T are finite semigroups and n ⩾
2 is an integer. Then there exist n-th MRF’s over S and over T if and only if
there exists an n-th MRF over S × T .

4. THE n-TH MRF OVER FINITE GROUPS

In this section, we implement the previous results assuming that S = G
is a finite group with identity element 1 = 1G. Recall that in the case of a
finite group G, ind(G) = 1, so per(G) = exp(G), where here exp(G) denotes, as
usual, the least positive integer k such that xk = 1 for all x ∈ G. As a matter of
terminology, in the framework of groups, the concept of n-commutative group
is referred as n-abelian group. Thus, the group G is n-abelian if and only if
(ab)n = anbn for every a, b ∈ G. Notice that 2-abelian and 3-abelian groups
are abelian (see [6, pp. 35, 48]). Recall also that an n-th MRF r over G is
trivial if and only if r(x) = x for all x ∈ G(n).

In the following proposition, we summarize some basic results that is used
in the rest of this section.

Proposition 4.1. Suppose that G is a finite group and n ⩾ 2 is an
integer. Then

(a) G(n) = G if and only if gcd(n, |G|) = 1. Consequently, if gcd(n, |G|) = 1,
then every a ∈ G has a unique n-th root.

(b) If r is an n-th MRF over G, then r is trivial if and only if exp(G(n)) |
n − 1. Consequently, if either exp(G) | n or exp(G) | n − 1, then r is
trivial.

(c) If G(n) is a subgroup of G, then gcd(n, exp(G)) = gcd(n2, exp(G)) if and
only if gcd(n, |G(n)|) = 1.

Proof. (a) is well known. To prove (b), note that since in the framework
of groups r(x) = x if and only if xn−1 = 1 for every x ∈ G(n), it follows that r is
trivial if and only if exp(G(n)) | n− 1, as required. Furthermore, if exp(G) | n,
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then G(n) = {1} and exp(G(n)) | n − 1, so r is trivial by the first part of the
proof. If exp(G) | n− 1, then exp(G(n)) | n− 1 since G(n) ⩽ G. Thus, by the
first part of the proof r is trivial, as required.

Now, we turn to proving (c). Since gcd(n, exp(G)) = gcd(n2, exp(G)) if
and only if gcd(n, exp(G(n))) = 1 by Proposition 3.5(a), it suffices to prove
that gcd(n, |G(n)|) = 1 if and only if gcd(n, exp(G(n))) = 1. Indeed, we notice
that if gcd(n, |G(n)|) = 1, then gcd(n, exp(G(n))) = 1 since exp(G(n)) | |G(n)|.
Conversely, suppose otherwise that gcd(n, |G(n)|) ̸= 1 and let p be a prime
number such that p | n and p | |G(n)|. Then, G(n) has an element of order p,
so p | exp(G(n)). Hence gcd(n, exp(G(n))) ̸= 1, a contradiction.

We note that over any finite group G, we can construct a trivial n-th
MRF over G for some integer n ⩾ 2. For example, if n ⩾ 2 is an integer such
that exp(G) | n, then G(n) = {1}, so the function r defined by r(1) = 1, is a
trivial MRF over G. Naturally, we are interested in non-trivial n-th MRF’s.

Proposition 4.1(a) implies that if gcd(n, |G|) = 1, then there exists a
unique n-th RF over G. It should be stressed that this function does not have
to be multiplicative. To illustrate this, consider the symmetric group of three
elements S3 = {(), (1 2), (1 3), (2 3), (1 2 3), (1 3 2)}. Note that in this case

( )
1
5 = {( )} (1 3)

1
5 = {(1 3)} (1 2 3)

1
5 = {(1 3 2)}

(1 2)
1
5 = {(1 2)} (2 3)

1
5 = {(2 3)} (1 3 2)

1
5 = {(1 2 3)}

so there exists a (non-trivial) unique 5-th RF over S3 defined by

5
√

( ) = ( ) 5
√

(1 3) = (1 3) 5
√

(1 2 3) = (1 3 2)
5
√

(1 2) = (1 2) 5
√

(2 3) = (2 3) 5
√

(1 3 2) = (1 2 3).

However, this function is not multiplicative since 5
√

(1 2) 5
√

(1 3) ̸= 5
√

(1 2)(1 3).
In the following theorem, we gather the main results on n-th MRF’s over

finite groups.

Theorem 4.2. Suppose that G is a finite group and n ⩾ 2 is an integer.
Then there exists a n-th MRF r over G if and only if G(n) is an n-abelian
subgroup of G and gcd(n, exp(G)) = gcd(n2, exp(G)). Furthermore, if r exists,
then the following assertions hold:

(a) r is the unique n-th MRF over G and it is given by r(x) = xe, where e
is the least positive integer such that ne ≡ 1 (mod |G(n)|). Furthermore,
r is non-trivial if and only if e > 1.

(b) G(n) ⊴ G and consequently r(xg) = r(x)g for every x ∈ G(n) and g ∈ G.

(c) exp(G/G(n)) | n.
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Proof. The first statement of the theorem follows by applying Theo-
rem 3.6 to finite groups.

(a) By Theorem 3.6, r is unique and is given by r(x) = xe, where e is the
least positive integer satisfying ne ≡ 1 (mod exp(G(n))). Note that by Propo-
sition 4.1(b), r is trivial if and only if n ≡ 1 (mod exp(G(n))). Hence, r is non-
trivial if and only if e > 1, as claimed. Furthermore, since gcd(n, exp(G)) =
gcd(n2, exp(G)), we deduce by Proposition 4.1(c) that gcd(n, |G(n)|) = 1. Now,
by noticing that exp(G(n)) | |G(n)|, it follows by Remark 2 that we may choose
e to be the least positive integer such that ne ≡ 1 (mod |G(n)|), as required.

(b) Since there exists an n-th MRF over G, it follows that G(n) is a
subgroup of G. If a ∈ G(n), then a = bn for some b ∈ G and if g ∈ G, then

ag = g−1ag = g−1bng = (g−1bg)n = (bg)n ∈ G(n).

Hence G(n) ⊴ G. In addition, if b = r(a), then b ∈ G(n) by Theorem 3.1(a) and
hence bg ∈ G(n). Since bg is an n-th root of ag, it follows by Theorem 3.1(d)
that r(ag) = bg = r(a)g, as claimed.

(c) By Part (b) the quotient G/G(n) is well defined. Since gn ∈ G(n) for
every g ∈ G, it follows that the order of every element of G/G(n) divides n.
Hence exp(G/G(n)) | n, as required.

Remark 3. The necessary and sufficient conditions for existence of n-th
MRF’s, given in Theorem 4.2, can be replaced with the aid of Proposition 4.1(c)
as follows: There exists an n-th MRF r over G if and only if G(n) is an n-abelian
subgroup of G and gcd(n, |G(n)|) = 1.

If G is a finite abelian group, then G(n) is n-abelian and we get the
following result.

Corollary 4.3. Suppose that G is a finite abelian group and n ⩾ 2 is an
integer. Then there exists an n-th MRF over G if and only if gcd(n, exp(G)) =
gcd(n2, exp(G)). In particular, an n-th MRF exists if gcd(n, exp(G)) = 1.

If G is non-abelian, then the existence of an n-th MRF over G requires
G(n) to be n-abelian. The following result of Alperin [1] gives a criterion for a
finite group to be n-abelian. Even though, it is quite difficult to pin down the
structure of n-abelian groups from such a description.

Theorem (Alperin). A finite group is n-abelian if and only if it is a
homomorphic image of a subgroup of the direct product of a finite abelian group,
a finite group of exponent dividing n and a finite group of exponent dividing
n− 1.

In the case of the multiplicative square-root and third-root functions,
Theorem 4.2 and Remark 3 imply the following result.
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Corollary 4.4. Suppose that G is a finite group and let n ∈ {2, 3}.
Then there exists an n-th MRF over G if and only if G(n) is an abelian subgroup
of G and n ∤ |G(n)|. Consequently, either G = G(n) or exp(G/G(n)) = n.

Proof. Let n ∈ {2, 3}. By Theorem 4.2 and Remark 3, there exists an n-th
MRF over G if and only if G(n) is n-abelian subgroup of G and gcd(n, |G(n)|) =
1. If G(n) is an abelian subgroup of G and n ∤ |G(n)|, then G(n) is n-abelian and
gcd(n, |G(n)|) = 1 since n is a prime, so an n-th MRF over G exists. Conversely,
suppose that G(n) is n-abelian subgroup of G and gcd(n, |G(n)|) = 1. Then
n ∤ |G(n)| and (ab)n = anbn for every a, b ∈ G(n). Since n ∈ {2, 3}, G(n) is
an abelian subgroup of G. Therefore, there exists an n-th MRF over G if and
only if G(n) is an abelian subgroup of G and n ∤ |G(n)|, as required.

For the second part of the corollary, since exp(G/G(n)) | n by The-
orem 4.2(c), it follows that either G = G(n) or exp(G/G(n)) = n, as re-
quired.

Example 4.5. For an integer m ⩾ 2, let us consider the Dihedral group

D2m = ⟨a, b | am = b2 = 1, bab−1 = a−1⟩.

Since (aαb)2 = 1 for every integer α, it follows that D
(2)
2m = ⟨a2⟩ which is

cyclic of order m
gcd(m,2) . Since m

gcd(m,2) is odd if and only if 4 ∤ m, it follows by
Corollary 4.4 that there exists a multiplicative square-root function over D2m

if and only if 4 ∤ m. Notice that this function is non-trivial if and only if m > 2.
In particular, there exists a non-trivial multiplicative square-root function over
D6

∼= S3, but not over D8.

In the following theorems, we investigate the existence of a non-trivial
n-th MRF’s over certain families of groups.

Theorem 4.6. There exist no non-trivial n-th MRF’s over finite non-
abelian simple groups for every integer n ⩾ 2.

Proof. Suppose that r is an n-th MRF over a simple group G. By The-
orem 4.2(b), G(n) is a normal subgroup of G and since G is simple, it follows
that either G(n) = {1} or G(n) = G.

If G(n) = {1}, then exp(G(n)) | n−1, so r is trivial by Proposition 4.1(b).
If, on the other hand, G(n) = G, then gcd(n, |G|) = 1 by Proposition 4.1(a).
Since G is a non-abelian simple group, it follows by Feit–Thompson theorem,
that G is of even order and hence, n is an odd integer. Moreover, the set
H = ⟨x ∈ G | x2 = 1⟩ is a non-trivial normal subgroup of G. Hence H = G
and if g ∈ G, then g = a1a2 · · · ak, where the ai’s are involutions. Since G is
n-abelian and n is an odd integer, it follows that

gn = (a1a2 . . . ak)n = an1a
n
2 . . . a

n
k = a1a2 . . . ak = g.
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Therefore gn−1 = 1 for each g ∈ G, which implies that exp(G) | n − 1. Thus,
r is trivial by Proposition 4.1(b).

Theorem 4.7. Let G be a p-group for some prime p and let n ⩾ 2 be an
integer. Then there exists a non-trivial n-th MRF over G if and only if p ∤ n,
G is n-abelian and exp(G) ∤ n− 1.

Proof. Suppose that p ∤ n, G is n-abelian group and exp(G) ∤ n−1. Since
p ∤ n and G is a p-group, it follows by Proposition 4.1(a) that G(n) = G. Hence,
G(n) is an n-abelian subgroup of G, gcd(n, |G(n)|) = 1 and exp(G(n)) ∤ n − 1.
Thus, by Theorem 4.2, Remark 3 and Proposition 4.1(b) there exists a non-
trivial n-th MRF over G.

Conversely, suppose that r is a non-trivial n-th MRF over G. Then
G(n) is a normal subgroup of G by Theorem 4.2(b). Suppose by contradiction
that G(n) ̸= G. Since r is non-trivial, it follows that G(n) ̸= {1}, so p |
|G(n)|. In addition, p | exp(G/G(n)) since G(n) ̸= G. But by Theorem 4.2(c)
exp(G/G(n)) | n, so p | gcd(n, |G(n)|) in contradiction to gcd(n, |G(n)|) = 1,
which is required by Remark 3. Therefore G(n) = G. Since r is non-trivial, we
deduce that exp(G) ∤ n− 1. In addition, gcd(n, |G|) = 1 by Proposition 4.1(a),
so p ∤ n, as required.

In the following theorem, we discuss the existence of an n-th MRF over
certain non-abelian p-groups.

Theorem 4.8. Let p be an odd prime number and let n ⩾ 2 be an integer.
In addition, suppose that m, k are positive integers such that m ⩾ 2k and
consider the following p-group

Cpm ⋊ Cpk = ⟨a, b | apm = 1, bp
k

= 1, bab−1 = ap
m−k+1⟩.

Then there exists a non-trivial n-th MRF over Cpm ⋊ Cpk if and only if n ≡ 1

(mod pk) and n ̸≡ 1 (mod pm).

Proof. We begin by noting that by [10, pp. 414–415] the presentation
above indeed defines a group. Moreover, every element in G is of the form
aαbβ, where α ∈ {0, 1, . . . , pm − 1}, β ∈ {0, 1, . . . , pk − 1} and the product rule
is

(aαbβ)(aγbδ) = aα+γ(pm−k+1)βbβ+δ.

Note that since m ⩾ 2k, it follows that j(m − k) ⩾ 2(m − k) ⩾ m for every
2 ⩽ j ⩽ β. Hence

(1 + pm−k)β =

β∑
j=0

(
β

j

)
pj(m−k) ≡ 1 + βpm−k (mod pm),
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so the product rule can be simplified as follows

(aαbβ)(aγbδ) = aα+γ+βγpm−k
bβ+δ.

Using induction, we get that

(aαbβ)n = anα+
n(n−1)

2
αβpm−k

bnβ

for every n. Notice that pm−1
2 is an integer, so (aαbβ)p

m
= 1. Hence, we have

exp(G) = pm.
First, we prove that G is n-abelian if and only if n2 ≡ n (mod pk). On

the one hand, since 2(m − k) ⩾ m, we obtain that ap
2(m−k)

= 1, so by the
product rule

(aαbβ)n(aγbδ)n =
(
anα+

n(n−1)
2

αβpm−k
bnβ

)(
anγ+

n(n−1)
2

γδpm−k
bnδ

)
= an(α+γ)+

n(n−1)
2

pm−k(αβ+γδ)+nβ(nγ+
n(n−1)

2
γδpm−k)pm−k

bn(β+δ)

= an(α+γ)+
n(n−1)

2
pm−k(αβ+γδ)+n2βγpm−k

bn(β+δ).

On the other hand,(
(aαbβ)(aγbδ)

)n
=

(
aα+γ+βγpm−k

bβ+δ
)n

= an(α+γ+βγpm−k)+
n(n−1)

2
(α+γ+βγpm−k)(β+δ)pm−k

bn(β+δ)

= an(α+γ+βγpm−k)+
n(n−1)

2
(α+γ)(β+δ)pm−k

bn(β+δ).

Therefore, G is n-abelian if and only if

n(α + γ)+
n(n− 1)

2
pm−k(αβ + γδ) + n2βγpm−k

≡ n(α + γ + βγpm−k) +
n(n− 1)

2
(α + γ)(β + δ)pm−k (mod pm),

that is, if and only if

n2βγpm−k ≡ nβγpm−k +
n(n− 1)

2
(αδ + γβ)pm−k (mod pm)

for every integers α, β, γ, δ. Since p is odd, the above congruence is equivalent
to

2n2βγ ≡ 2nβγ + n(n− 1)(αδ + γβ) (mod pk),

that is, to
n(n− 1)(βγ − αδ) ≡ 0 (mod pk) (∗).

Clearly, (∗) is true for every α, β, γ, δ if and only if n(n− 1) ≡ 0 (mod pk), as
claimed.

Now, we turn to proving our main assertion. If n ≡ 1 (mod pk) and
n ̸≡ 1 (mod pm), then p ∤ n and exp(G) ∤ n − 1, since exp(G) = pm. In
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addition, n2 ≡ n (mod pk), so by the first part of the proof G is n-abelian.
Therefore, by Theorem 4.7, there exists a non-trivial n-th MRF over G.

Conversely, suppose that there exists a non-trivial n-th MRF over G.
Then p ∤ n, G is an n-abelian and exp(G) ∤ n−1 by Theorem 4.7. Hence n ̸≡ 1
(mod pm) and n2 ≡ n (mod pk) by the first part of the proof. But p ∤ n, so
n ≡ 1 (mod pk), as required.

Example 4.9. Given an odd prime p, let us consider the set

G =

{(
a b
0 1

)
: a, b ∈ Zp2 and a ≡ 1 (mod p)

}
.

Note that (
a b
0 1

)(
c d
0 1

)
=

(
ac ad + b
0 1

)
.

In addition, since ac ≡ 1 (mod p) whenever a ≡ 1 (mod p) and c ≡ 1 (mod p),
it can be easily verified that G is a non-abelian group of order p3. By [5, p. 50]
there exist, up to isomorphism, only two non-abelian group of order p3, namely
Cp2 ⋊Cp = ⟨a, b | ap2 = 1, bp = 1, bab−1 = ap+1⟩ and (Cp ×Cp)⋊Cp = ⟨a, b, c |
ap = 1, bp = 1, cp = 1, ab = bac, ca = ac, cb = bc⟩. Now, if m is any positive
integer, then it can be shown using induction that

(∗)

(
a b
0 1

)m

=

(
am b(1 + a + a 2 + · · · + am−1)
0 1

)
,

so, in particular (
1 1
0 1

)p

=

(
1 p
0 1

)
.

Therefore exp(G) ̸= p, so G ∼= Cp2 ⋊ Cp.

By Theorem 4.8, there exists a non-trivial n-th MRF over G if and only
if n ≡ 1 (mod p) and n ̸≡ 1 (mod p2), that is, if and only if p∥n − 1. Let
us describe the corresponding (p + 1)-th root function. In this case, since
gcd(p+1, |G|) = 1, it follows that G(p+1) = G. By Theorem 4.2, this function is
of the form r(x) = xe, where e is the least positive integer such that (p+1)e ≡ 1
(mod p3). Note that p3 + 1 = (p + 1)(p2 − p + 1), so e = p2 − p + 1. Thus

p+1

√(
a b
0 1

)
=

(
a b
0 1

)p2−p+1

This expression can be simplified as follows: Note that by [9, p. 42], aφ(p
2) ≡ 1

(mod p2), where φ denotes the Euler totient function. Hence ap
2−p+1 ≡ a
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(mod p2). In addition, recall that a ≡ 1 (mod p), so let k be the integer such
that a = 1 + pk. Then

am = (1 + pk)m = 1 +

(
m

1

)
pk +

m∑
j=2

(
m

j

)
pjkj ≡ 1 + mpk (mod p2)

for every non-negative integer m. Hence

1 + a + a2 + · · · + ap
2−p ≡

p2−p∑
m=0

(1 + mpk)

= (1 + p2 − p)
(

1 +
p− 1

2
p2k

)
≡ 1 − p (mod p2)

and by (∗) we deduce that

p+1

√(
a b
0 1

)
=

(
a (1 − p)b
0 1

)
.

As an illustrative example, if p = 3, then there exists a multiplicative forth-root
function over G and this function is given by

4

√(
a b
0 1

)
=

(
a 7b
0 1

)
.

Note that on the one hand,

4

√(
2 4
0 1

)(
3 2
0 1

)
= 4

√(
6 8
0 1

)
=

(
6 2
0 1

)
and on the other hand

4

√(
2 4
0 1

)
4

√(
3 2
0 1

)
=

(
2 1
0 1

)(
3 5
0 1

)
=

(
6 2
0 1

)
,

so

4

√(
2 4
0 1

)(
3 2
0 1

)
= 4

√(
2 4
0 1

)
4

√(
3 2
0 1

)
,

as expected.

The MRF’s discussed in Theorem 4.8 and in Example 4.9 were over non-
abelian p-groups with exponent at least p2. In the next theorem, we wish to
discuss the existence of MRF over non-abelian finite group with exponent p.
In order to do so, we need a new notation: given a finite group G and an
integer n, let fn : G → G be the function defined by fn(x) = xn. Note that G
is n-abelian if and only if fn is a homomorphism of G into G. The following
result is useful.
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Theorem (Trotter [11]). Suppose that G is a finite group and n ⩾ 2 is
an integer. If fn is an automorphism of G, then fn−1 is a homomorphism of
G into G.

In addition, we say that a finite group G is trivially n-abelian if either
xn = 1 for each x ∈ G or xn = x for each x ∈ G, that is, if either exp(G) | n
or exp(G) | n− 1. Now, we are ready to prove.

Theorem 4.10. Let G be a non-abelian finite group of prime exponent p
and let n ⩾ 2 be an integer. Then G is n-abelian if and only if it is trivially
n-abelian. Consequently, there exist no non-trivial n-th MRF’s over G.

Proof. Clearly, if G is trivially n-abelian, then it is n-abelian. Conversely,
suppose that G is n-abelian. Note that in order to prove our assertion, it suffices
to prove that either p | n or p | n − 1. Suppose by way of contradiction that
p ∤ n and p ∤ n − 1. Since exp(G) = p, it follows that G is a p-group. Thus
gcd(n, |G|) = 1, so G(n) = G by Proposition 4.1(a). Let m ⩾ 0 and 0 ⩽ d < p
be integers such that n = mp + d. Since p ∤ n and p ∤ n − 1, it follows that
d ⩾ 2. In view of the fact that exp(G) = p and n = mp + d, we deduce that
gn = gd for every g ∈ G, and since G is n-abelian, it follows that G is also d-
abelian. Let k be the smallest integer in {2, 3, . . . , d} such that G is k-abelian.
If k = 2, then G is abelian, which contradicts our assumption. If 2 < k ⩽ d,
then p ∤ k, since d < p. Hence G(k) = G by Proposition 4.1(a) and we deduce
that fk(x) = xk is an automorphism of G. By Trotter’s result it follows that
fk−1(x) = xk−1 is a homomorphism of G into G, so G is (k− 1)-abelian, which
contradicts the minimality of k.

For the second part of theorem, suppose that r is a non-trivial n-th MRF
over G. On the one hand, since r is non-trivial, it follows by Proposition 4.1(b)
that exp(G) ∤ n and exp(G) ∤ n− 1. Thus, G is not trivially n-abelian. On the
other hand, by Theorem 4.2 it follows that G(n) is n-abelian and since p ∤ n,
we may deduce that G(n) = G, so G is n-abelian. But by the first part of the
proof, it follows that G is trivially n-abelian, a contradiction.

5. n-TH MRF OVER FINITE COMMUTATIVE RINGS

If R is a finite ring, then by viewing R as a semigroup with respect to
multiplication, Theorem 3.6 provides a necessary and sufficient condition for
existence of an n-th MRF over R. Our goal in this section is to provide a
simplified criterion for existence of such a function in the special case of finite
commutative rings. As an application, we formulate a criterion for the existence
of a n-th MRF over finite fields and over the ring Zm = {0, 1, 2, . . . ,m− 1} of
residues modulo m, for integers m > 1.
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Throughout this section, we assume that R is a commutative ring with
an identity element 1 = 1R and a zero element 0 = 0R. By a unit, k such that
xk = 0. The index of nilpotency of x is the least positive integer k such that
xk = 0. Note that viewing R as a semigroup with respect to multiplication, if
x ∈ R is nilpotent, then per(x) = 1 and ind(x) is the index of nilpotency of x.
If R is a finite commutative ring, then by [2, p. 40] R can be expressed as a
direct product of local rings, say

R ∼= R1 ×R2 × · · · ×Rs.

Moreover, this decomposition is unique up to permutation of the factors. Recall
that R is a local ring if it has a unique maximal ideal. A basic example of a
local ring is the ring Zpk , where p is a prime number. In this case, the unique
maximal ideals is (p). The ring Z6, for example, is not local since (2) and
(3) are both different maximal ideal of Z6. In the case of Zm, if m > 1 and
m = pa11 · · · pass is its decomposition into distinct prime factors, then the local
ring decomposition of Zm is

Zm
∼= Zp

a1
1

× · · · ×Zpass

(see [8, p. 95]).

Proposition 5.1. Let R be a finite commutative local ring. Then every
non-unit element x ∈ R is nilpotent.

Proof. Let M be the unique maximal ideal of R. Since R is local, it
follows by [8, p. 110] that every element of M is a non-unit, while every
element of R \ M is a unit. Now, let x be a non-unit element of R and let
α = ind(x), β = ord(x) + 1. Then xα = xβ and α < β, so xα(1 − xβ−α) = 0.
Since x is a non-unit, it follows that xβ−α ∈ M . If 1 − xβ−α ∈ M , then
1 = xβ−α + (1 − xβ−α) ∈ M , which is false. Hence 1 − xβ−α is a unit, so
xα = 0, as required.

Proposition 5.2. Suppose that R is a finite commutative local ring and
assume that n ⩾ 2 is an integer. Then there exists an n-th MRF over R if and
only if gcd(n, exp(R∗)) = gcd(n2, exp(R∗)) and R(n) \ {0} ⊆ R∗.

Proof. By Theorem 3.6, there exists an n-th MRF over R if and only if
gcd(n,per(R)) = gcd(n2, per(R)) and ind(R) ⩽ n. Hence, it suffices to show
that per(R) = exp(R∗), and that ind(R) ⩽ n if and only if R(n) \ {0} ⊆ R∗.

Let R∗ = {x1, . . . , xk} and R \ R∗ = {xk+1, . . . , xn} be the sets of units
and non-units in R, respectively. If x ∈ R is non-unit, then x is nilpotent by
Proposition 5.1, so per(x) = 1. Hence

per(R) = lcm(per(x1), . . . ,per(xn)) = lcm(per(x1), . . . ,per(xk)) = per(R∗)
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and since R∗ is a finite group, it follows that per(R) = exp(R∗), as claimed.
Next, suppose that ind(R) ⩽ n and let x ∈ R(n). It suffices to prove that

if x is a non-unit, then x = 0. Indeed, since x is nilpotent by Proposition 5.1,
it follows that xk = 0, where k = ind(x). By Proposition 3.5(b) ind(R(n)) = 1,
so ind(x) = 1 and therefore x = 0, as required. Conversely, suppose that
R(n) \ {0} ⊆ R∗. It suffices to prove that ind(R(n)) = 1. Indeed, if x = 0, then
clearly ind(x) = 1. If x ̸= 0, then by our assumption x is a unit which implies
that ind(x) = 1, as required.

Now, we are ready to prove our main result in this section.

Theorem 5.3. Suppose that R is a finite commutative ring and n ⩾ 2
is an integer. Then there exists an n-th MRF over R iff gcd(n, exp(R∗)) =
gcd(n2, exp(R∗)) and R(n) \ {0} has no nilpotent elements. Furthermore, in
this case, the n-th root function is given by

n
√
x = xe,

where e is the least positive integer such that ne ≡ 1 (mod |R∗|/u) and u is
the number of n-th roots of unity in R.

Proof. Assume that r is an n-th MRF over R. First, we prove that
R(n) \ {0} has no nilpotent elements. Suppose otherwise that x ∈ R(n) is a
non-zero nilpotent element and let k be its index of nilpotency. Set α = ⌈ kn⌉
and β = nα − k. Note that since k

n ⩽ ⌈ kn⌉, it follows that β ⩾ 0. In addition,
since x ̸= 0, we deduce that k ⩾ 2, so

α =
⌈k
n

⌉
<

k

n
+ 1 ⩽

k

2
+ 1 ⩽ k.

Therefore xα ̸= 0. Now, x ∈ R(n), so xα ∈ R(n) and since

(xα)n = xk+β = xkxβ = 0

we deduce that xα is an n-th root of 0 in R(n). But clearly r(0) = 0, which
contradicts the fact that r is injective.

Next, we prove that gcd(n, exp(R∗)) = gcd(n2, exp(R∗)). Indeed, since
R∗ is a subsemigroup of R with respect to multiplication and since r(x) ∈ ⟨x⟩
for every x ∈ R∗, it follows that r(R∗) ⊆ R∗, which implies that r, restricted
to R∗, is an n-th MRF over R∗. In addition, R∗ is an abelian group, so by
Corollary 4.3, we deduce that gcd(n, exp(R∗)) = gcd(n2, exp(R∗)), as required.

Conversely, assume that R(n) \ {0} has no nilpotent elements and that
gcd(n, exp(R∗)) = gcd(n2, exp(R∗)). Let R1×· · ·×Rs be the local ring decom-
position of R. By Proposition 3.11, it suffices to prove that there exist n-th
MRF’s over Ri for every 1 ⩽ i ⩽ s. In order to do so, we use Proposition 5.2
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and prove that R
(n)
i \ {0} ⊆ R∗

i and that gcd(n, exp(R∗
i )) = gcd(n2, exp(R∗

i ))
for every 1 ⩽ i ⩽ s. Indeed, note that R∗ ∼= R∗

1 × · · · × R∗
s, so exp(R∗) =

lcm(exp(R∗
1), . . . , exp(R∗

s)). Now, since gcd(n, exp(R∗)) = gcd(n2, exp(R∗)) by
our assumption, we deduce that

gcd(n, lcm(exp(R∗
1), . . . , exp(R∗

s))) = gcd(n2, lcm(exp(R∗
1), . . . , exp(R∗

s))).

Hence, by Proposition 3.3(a) it follows that gcd(n, exp(R∗
i )) = gcd(n2, exp(R∗

i ))
for every 1 ⩽ i ⩽ s, as required.

Next, let x ∈ R
(n)
i \ {0} and assume that x in a non-unit. By Proposi-

tion 5.1 it follows that x is nilpotent. Thus

(0, . . . , x, . . . , 0) ∈ R
(n)
1 × · · · ×R

(n)
i × · · · ×R(n)

s

is also a non-zero nilpotent element. Now, since R ∼= R1 × · · · ×Rs, it follows

that R(n) ∼= R
(n)
1 × · · · × R

(n)
s (as semigroups under multiplication). Hence,

we may deduce that there exists a non-zero nilpotent element of R(n), which
contradicts the assumption that R(n) \ {0} has no nilpotent elements.

Finally, we prove that such an n-th MRF is of the form n
√
x = xe, where

e is the least positive integer such that ne ≡ 1 (mod |R∗|/u) and u is the
number of n-th root of unity in R. By Theorem 3.6 there exists a positive
integer e such that n

√
x = xe for every x ∈ R(n). By Remark 2, we may choose

e to be the least positive integer such that ne ≡ 1 (mod m), where m is any
positive integer such that gcd(n,m) = 1 and per(R(n)) | m. We prove that
m = |(R∗)(n)| satisfies these two conditions. Indeed, as mentioned above, r,
restricted to R∗, is an n-th MRF over the group R∗. Hence, by Remark 3,
it follows that gcd(n, |(R∗)(n)|) = 1, as claimed. We turn to verifying that
per(R(n)) | |(R∗)(n)|. As we have proved above, there exists an n-th MRF over
each ring Ri in the local ring decomposition of R. Hence, by Proposition 5.2,

R
(n)
i \ {0} ⊆ R∗

i for each 1 ⩽ i ⩽ s. Since (R∗
i )(n) ⊆ R

(n)
i \ {0}, it follows that

R
(n)
i \{0} = (R∗

i )(n), that is R
(n)
i = {0}∪(R∗

i )(n). Using the fact that each R∗
i is

an abelian group, we obtain that per(R
(n)
i ) = per({0}∪(R∗

i )(n)) = exp((R∗
i )(n)),

so

per(R(n)) = per(R
(n)
1 × · · · ×R(n)

s ) = lcm(per(R
(n)
1 ), . . . ,per(R(n)

s ))

= lcm(exp((R∗
1)(n)), . . . , exp((R∗

s)(n))) = exp((R∗
1)(n) ×· · ·× (R∗

s)(n))

= exp((R∗
1 × · · · ×R∗

s)(n)) = exp((R∗)(n)).

Now, since exp((R∗)(n)) | |(R∗)(n)|, we deduce that per(R(n)) | |(R∗)(n)|, as
claimed.

Now consider the map f : R∗ → (R∗)(n) given by f(x) = xn. Since R∗ is
an abelian group, it follows that f is a group homomorphism. Therefore

im(f) ∼= R∗/ ker(f).
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But ker(f) = {x ∈ R∗ : xn = 1} and im(f) = (R∗)(n), so |(R∗)(n)| = |R∗|/u, as
required.

As an application, let us apply Theorem 5.3 to finite fields. Note that if F
is a finite field, then F∗ = F \ {0}, so exp(F∗) = |F| − 1. In addition, since the
number of n-th root of unity in F is gcd(n, |F| − 1), we obtain by Theorem 5.3
the following result

Corollary 5.4. Suppose that F is a finite field and n ⩾ 2 is an inte-
ger. Then there exists an n-th MRF over F if and only if gcd(n, |F| − 1) =
gcd(n2, |F| − 1). Furthermore, in this case, the n-th root function is given by

n
√
x = xe,

where e is the least positive integer such that ne ≡ 1 (mod |F|−1
u ) and u =

gcd(n, |F| − 1).

Example 5.5. Let p be an odd prime and consider the field Zp. By Corol-
lary 5.4, there exists a multiplicative square-root function over Zp if and only if
gcd(2, p−1) = gcd(4, p−1), that is, if and only if 2 = gcd(4, p−1). Since either
p ≡ 1 (mod 4) or p ≡ 3 (mod 4), it follows that there exists a multiplicative
square-root function over Zp if and only if p ≡ 3 (mod 4).

In order to find the exponential form of this square function, we need to
solve the congruence 2e ≡ 1 (mod p−1

2 ). Since

2
(p + 1

4

)
=

p + 1

2
=

p− 1

2
+ 1 ≡ 1 (mod

p− 1

2
),

it follows that e = p+1
4 , so the desired square-root function is given by

√
x = x

p+1
4 .

As an illustrative example, if p = 11, then there exists a square-root function
over Z11 and this square-root function is given by

√
x = x3.

As another application of Theorem 5.3, we determine the conditions for
the existence of n-th MRF’s over the ring Zm. As Theorem 5.3 indicates, the
group of units Z∗

m and its exponent are essential in determining the existence
of such functions. Recall that |Z∗

m| = φ(m), where φ is the Euler’s totient
function, and the exponent of Z∗

m is denoted by λ(m) = exp(Z∗
m). The function

λ(m) is called the universal exponent of m. By [9, p. 53], the values of λ can
be computed as follows: λ(1) = 1, λ(2) = 1, λ(4) = 2 and λ(2a) = 2a−2, if
a ⩾ 3. If p is an odd prime, then λ(pa) = pa−1(p− 1) for every a ⩾ 1. Finally,
if p1, . . . , ps are distinct primes, then λ(pa11 · · · pass ) = lcm(λ(pa11 ), . . . , λ(pass )).
The first fifty values of λ are the following, as seen in Table 2:
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Table 1 – Universal exponent for 1 ⩽ m ⩽ 50

m λ(m) m λ(m) m λ(m) m λ(m) m λ(m)

1 1 11 10 21 6 31 30 41 40
2 1 12 2 22 10 32 8 42 6
3 2 13 12 23 22 33 10 43 42
4 2 14 6 24 2 34 16 44 10
5 4 15 4 25 20 35 12 45 12
6 2 16 4 26 12 36 6 46 22
7 6 17 16 27 18 37 36 47 46
8 2 18 6 28 6 38 18 48 4
9 6 19 18 29 28 39 12 49 42
10 4 20 4 30 4 40 4 50 20

Corollary 5.6. Suppose that m > 1 and n ⩾ 2 are integers and let
m = pa11 · · · pass be the decomposition of m into distinct prime factors. Then
there exists an n-th MRF over Zm if and only if

max{a1, . . . , as} ⩽ n and gcd(n, λ(m)) = gcd(n2, λ(m)),

where λ is the universal exponent of m. Furthermore, in this case, the n-th
root function is given by

n
√
x = xe,

where e is the least positive integer such that ne ≡ 1 (mod φ(m)
un(m)) and un(m)

is the number of n-th roots of unity in Zm.

Proof. In view of Theorem 5.3, it suffices to prove that Z
(n)
m \ {0} has no

nilpotent elements if and only if max{a1, . . . , as} ⩽ n.

Suppose that max{a1, . . . , as} ⩽ n and let x ∈ Zm. If x is not nilpotent,

then also xn ∈ Z
(n)
m is not nilpotent. If x is nilpotent, then there exists a

positive integer k such that xk = 0. Thus pi | xk, and hence pi | x for each
1 ⩽ i ⩽ s. Therefore, the decomposition of x into prime numbers is of the form
x = pb11 · · · pbss y, where gcd(y,m) = 1 and bi ⩾ 1 for each 1 ⩽ i ⩽ s. Thus

xn = pnb11 · · · pnbss yn

and since ai ⩽ n ⩽ nbi for each 1 ⩽ i ⩽ s, it follows that m | xn, that is

xn = 0. We conclude that Z
(n)
m \ {0} has no nilpotent elements.

Conversely, suppose that Z
(n)
m \{0} has no nilpotent elements and assume

by contradiction that max{a1, . . . , as} > n. Thus, there exists 1 ⩽ i ⩽ s such

that ai > n. Let x = p1 · · · ps. Clearly, xn ∈ Z
(n)
m . Furthermore, xn is a

nilpotent element. Indeed, if k = max{a1, . . . , as}, then m | xk, so (xn)k = 0.
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But xn ̸= 0 since otherwise xn ≡ 0 (mod m), so xn ≡ 0 (mod paii ). Thus
pni ≡ 0 (mod paii ), which contradicts the fact that n < ai.

Corollary 5.7. Let m > 1 be an integer. Then there exists a multi-
plicative square-root function over Zm if and only if either m = 2 or m = 4 or
the prime decomposition of m is of the form

m = 2a0pa11 · · · ppss ,

where a0 ∈ {0, 1, 2}, s ⩾ 1 and pi ≡ 3 (mod 4), ai ∈ {1, 2} for each 1 ⩽ i ⩽ s.
Furthermore, in this case, the square-root function is given by

√
x = xe,

where

e =

{
1
2

(φ(m)
2s + 1

)
if 4 ∤ m

1
2

(φ(m)
2s+1 + 1

)
if 4 | m

and s is the number of odd prime divisors of m.

Proof. First suppose that m = 2a, where a ∈ {1, 2}. Then max{a} ⩽ 2
and since λ(2a) ∈ {1, 2}, it follows by Corollary 5.6 that there exist multiplica-
tive square-root functions over Z2 and over Z4.

If m = 2a, where a ⩾ 3, then max{a} ⩽̸ 2, so by Corollary 5.6 a multi-
plicative square-root function over Z2a does not exist.

Next, suppose that m > 2 and let m = 2a0pa11 · · · ppss be the prime de-
composition of m, where a0 ⩾ 0, s ⩾ 1, pi is an odd prime number and ai ⩾ 1
for every 1 ⩽ i ⩽ s. By Corollary 5.6, there exists a multiplicative square-root
function over Zm if and only if gcd(2, λ(m)) = gcd(4, λ(m)), a0 ∈ {0, 1, 2}
and ai ∈ {1, 2} for every 1 ⩽ i ⩽ s. Since λ(m) is even for every m > 2, it
follows that gcd(2, λ(m)) = gcd(4, λ(m)) if and only if 2∥λ(m). By noting that
λ(m) = lcm(λ(2a0), λ(pa11 ), . . . , λ(pass )) and that λ(2a0) ∈ {1, 2}, we deduce
that 2∥λ(m) if and only if 2∥λ(paii ) for each 1 ⩽ i ⩽ s. Since the pi’s are odd,
it follows that 2∥λ(m) if and only if 2∥pi − 1, that is, if and only if pi ≡ 3
(mod 4) for each i, as required.

By Corollary 5.6 the square-root function is given by
√
x = xe, where

e is a positive integer such that 2e ≡ 1 (mod φ(m)/u2(m)) and u2(m) is the
number of solutions of x2 = 1 in Zm. Let s be the number of odd prime divisors
of m. If s = 0, then by the first part of the theorem, either m = 2 or m = 4.
In these cases, it is easy to see that u2(2) = 1 and u2(4) = 2. Suppose that
s ⩾ 1. Since

Z∗
m

∼= Z∗
2a0 ×Z∗

p
a1
1

× · · · ×Z∗
pass

,



31 n-th MRF functions over finite structures 249

we obtain that u2(m) = u2(2
a0)u2(p

a1
1 ) · · ·u2(pass ). Note that by [9, p. 58],

if q has a primitive root, then the equation x2 = 1 has u2(q) = gcd(2, φ(q))
solutions in Zq. Now, since a0 ∈ {0, 1, 2}, it follows that 2a0 has a primitive
root, so

u2(2
a0) = gcd(2, φ(2a0)) =

{
1 if a0 ∈ {0, 1}
2 if a0 = 2.

In addition, since the primes p1, . . . , ps are odd, it follows that 2 | φ(pi), so

u2(p
ai
i ) = gcd(2, φ(pi)) = 2

for every 1 ⩽ i ⩽ s. Therefore

u2(m) =


1 s = 0 and m = 2

2 s = 0 and m = 4

2s s ⩾ 1 and 4 ∤ m
2s+1 s ⩾ 1 and 4 | m

=

{
2s s ⩾ 0 and 4 ∤ m
2s+1 s ⩾ 0 and 4 | m.

Since

e =
1

2

( φ(m)

u2(m)
+ 1

)
clearly satisfies the congruence 2e ≡ 1 (mod φ(m)

u2(m)), our proof is complete.

As Corollary 5.7 indicates, the first moduli m in which a multiplicative
square-root function exists over Zm are

2, 3, 4, 6, 7, 9, 11, 12, 14, 18, 19, 21, 22, 23, 28, 31, 33, 36, 38, 42, 43, 44, 46, 47, 49.

Note that Corollary 5.7 generalizes the result obtained in Example 5.5 regard-
ing prime moduli.

Example 5.8. Consider the ring Z33 = {0, 1, 2, . . . , 32}. In this case,

Z
(2)
33 = {0, 1, 3, 4, 9, 12, 15, 16, 22, 25, 27, 31}. Since m = 33 = 3 · 11 and 3 ≡

3 (mod 4), 11 ≡ 3 (mod 4) it follows by Corollary 5.7 that there exists a
multiplicative square-root function over Z33. Furthermore, since m has s = 2
odd prime divisors, it follows that the square-root function is given by

√
x = xe,

where

e =
1

2

(φ(33)

22
+ 1

)
=

1

2

(20

4
+ 1

)
= 3
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that is
√
x = x3. Therefore

√
0 = 0

√
1 = 1

√
3 = 27

√
4 = 31√

9 = 3
√

12 = 12
√

15 = 9
√

16 = 4√
22 = 22

√
25 = 16

√
27 = 15

√
31 = 25.
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