
PRACTICAL EXPONENTIAL STABILITY

OF NONLINEAR TIME-VARYING CASCADE SYSTEMS

DJAMILA BELDJERD, LYNDA OUDJEDI and MOUSSADEK REMILI

Communicated by Marius Tucsnak

In this paper, we give some su�cient conditions which guarantee practical uni-
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Lyapunov functional method. In this way, we extend some existing results under
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1. INTRODUCTION

In this paper, we study the practical stability of nonlinear time-varying
system of the form

ẋ1 = f1(t, x1) + g(t, x)x2,(1.1)

ẋ2 = f2(t, x2),(1.2)

where x1 ∈ Rn, x2 ∈ Rm, and x := col(x1, x2). The function f1, f2 and g
are continuous, locally Lipschitz in x uniformly in t, and f1 is continuously
di�erentiable in both arguments.

For related works in the autonomous case, see the papers [17, 18] by
Sontag and further bibliography cited therein. See also [6, 12�15, 19]. In
particular, Sontag showed that the input to state stability (ISS) is closed under
composition. It is also worth noticing that Jiang et al. [5, 8, 9] generalized the
concept of the ISS to the concept of input to state to practical stability (ISPS).

Recently, Chaillet and Loria in [2] and [3] studied the uniform semi-global
practical asymptotic stability of the cascade system under some hypotheses. In
[1] Benabdallah et al. investigated global practical uniform exponential stability
of such dynamical systems by using a known result by Corless which appeared
in [4]. Some good results related to the subject have been obtained, see [1�19].

The purpose of this paper is to establish su�cient conditions for the prac-
tical exponential stability of a class of nonlinear nonautonomous systems. In
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the spirit of a result of [4], we develop the practical exponential stability with
more general assumptions. We obtain a new theorem with more general com-
parable conditions which will allow us to generalize some results by Benabdal-
lah et al. [1].

This paper is organized as follows. First in Section 2, we give some def-
initions and results about practical uniform exponential stability. Then, in
Section 3, after giving some su�cient conditions to guarantee that a nonlinear
time-varying is practically uniformly exponentially stable system:

(1.3) ẋ1 = f1(t, x1),

we introduce suitable conditions on function g(t, x) and we show that if both
systems (1.2) and (1.3) are practically uniformly exponentially stable, then
(1.1)�(1.2) is practically uniformly exponentially stable.

2. PRELIMINARIES

We consider the following system

(2.1) ẋ(t) = f(t, x(t)), x(t0) = x0

where t ∈ R+ and x ∈ Rn. We denote by

Br = {x ∈ Rn : ‖x‖ ≤ r}, and Br = {x ∈ Rn : ‖x‖ ≥ r}.

2.1. Exponential Convergence to a Ball

De�nition 2.1. The system (2.1) is (globally, uniformly) exponentially
convergent to Br (or Br is globally uniformly exponentially stable) i� there
exists a > 0 with the property that, for any initial conditions t0 ∈ R and
x0 ∈ Rn, there exists C(x0) ≥ 0 such that, if x(.) : R+ → Rn is any solution of
(2.1) with x(t0) = x0, then

(2.2) ‖x(t)‖ ≤ r + C(x0)exp[−a(t− t0)] for all t ≥ t0.

System (2.1) is globally practically uniformly exponentially stable
(G.U.P.A.S.) if there exists r > 0 such that Br is globally uniformly expo-
nentially stable.

Note that (2.2) implies that

‖x(t)‖ ≤ r + C(x0) for all t ≥ t0.

Hence, the solutions of (2.1) are bounded and can be extended inde�nitely.
In the above de�nition, a is called an exponential rate of convergence; the
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number r is called an asymptotic (norm). If the system (2.1) satis�es the
conditions of the above de�nition with lim

x0→0
C(x0) = 0, then the system is said

to be (globally, uniformly) exponentially stable to within Br. If, in addition,
r = 0, then the system is exponentially stable about zero.

2.2. Comparison principle

Quite often when we study the equation ẋ = f(t, x) we need to compute
bounds on the solution x(t) without computing the solution it self. The com-
paraison lemma is one tool that can be used toward that goal. It applies to
a situation where the derivative of scalar di�erentiable function V (t) satis�es
inequality of the form V̇ (t) ≤ f(t, V (t)) for all t in certain interval.

Lemma 2.2. Let V (t) a continuous function whose derivative V̇ (t) satis�es
the di�erential inequality

V̇ (t) ≤ −a(t)V (t) + b(t),

where a and b are continuous functions. Then

V (t) ≤ eσ(t)V (t0) +

∫ t

t0

e−σ(s)b(s)ds,

where σ(t) = −
∫ t
t0
a(s)ds.

3. MAIN RESULTS

3.1. Practical exponential stability of nonautonomous systems

We present in this section our contribution. Our �rst theorem gives suf-
�cient conditions for convergence exponential of Bρ. We start this section by
giving a result from [4] on the exponential stability of (2.1), with the existence
of a uniform Lyapunov function.

Condition 3.1. There exists a continuously di�erentiable function V :
R+ × Rn −→ R and scalars c1, c2 > 0 which satisfy

c1 ‖x‖2 ≤ V (t, x) ≤ c2 ‖x‖2 ,

for all x ∈ Rn, such that, for some scalars c3 > 0 and k > 0

V (t, x) > k =⇒ V̇ (t, x) ≤ −2c3(V (t, x)− k).
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Theorem 3.2 ([4]). Suppose that the system (2.1) satis�es Condition 3.1.

Then (2.1) is exponentially convergent to Bρ with rate c3, where

c(x0) =


0 if V (t0, x0) ≤ k,√
V (t0, x0)− k

c1
if V (t0, x0) > k,

with ρ =

√
k

c1
. Also, (2.1) is exponentially stable to within Bρ.

In the theorem below, we give su�cient conditions for the exponential
stability of (2.1) with a more general Lyapunov-like function.

Condition 3.3. There exists a continuously di�erentiable function V :
R+ × Rn −→ R and scalars c1, c2, c3, p, q, r, k > 0 which satisfy

(3.1) c1 ‖x‖p ≤ V (t, x) ≤ c2 ‖x‖q ,

(3.2) V̇ (t, x) ≤ −c3p(‖x‖r − k),

for all x ∈ W =


Bδ if p > q where δ =

(
c2
c1

) 1
p−q

,

Bη if p < q where η =

(
c1
c2

) 1
p−q

.

Theorem 3.4. Suppose that the system (2.1) satis�es condition 3.3. Then,

(2.1) is exponentially convergent to Bρ, where

ρ =



(
c2
c1

) 1
p−q

if p > q,

p

√
kc2

c1ηr−q
if p < q ≤ r,

p

√
max{c2(k)

q
r , V (t0, x0)}
c1

if p < q and q > r.

Proof. We �rst prove that the solutions are bounded. Then, we prove the
exponentially stability of Bρ.

a) Boundedness of solutions. We distinguish three cases of the behavior
of V̇ .

(1) If V̇ (t) ≤ 0, since V is a positive de�nite function, then V is a decreasing
function. Hence, V is necessarily bounded and from (3.1) we have

‖x(t)‖ ≤ p

√
V (t0, x0)

c1
.



5 Practical exponential stability of nonlinear time-varying cascade systems 5

(2) If V̇ (t) ≥ 0, from Condition 3.3 it follows that

‖x(t)‖ ≤ r
√
k.

(3) If V̇ is oscillatory, there exists (tn)n≥0, tn ≥ 0 and lim
n→+∞

tn = +∞

such that V̇ (tn) = 0. Without loss of generality we assume that for
t ∈ [tn; tn+1] we have V̇ (t) ≥ 0 which implies that ‖x(t)‖ ≤ r

√
k. For

t ∈ [tn+1; tn+2] we have V̇ (t) ≤ 0 implies that V (t) ≤ V (tn+1). Hence,

‖x(t)‖ ≤ r
√
k.

b) Practical exponential stability of solutions. If p > q, from (3.1) we get

‖x‖q
[
c1 ‖x‖p−q − c2

]
≤ 0.

Hence,

‖x‖ ≤
(
c2
c1

) 1
p−q

= δ,

witch implies that

‖x(t)‖ ≤ ρ+ c(x0)e
−α(t−t0),

with ρ = δ and c(x0) = 0.

If p < q, from (3.1) we have

‖x‖p
[
c1 − c2 ‖x‖q−p

]
≤ 0 =⇒ ‖x‖ ≥

(
c1
c2

) 1
q−p

:= η.

Using (3.2), we treat two cases:

1) For r ≥ q : we have

V̇ (t, x) ≤ −c3p(‖x‖q ‖x‖r−q − k), for ‖x‖ ≥ η,

then

V̇ (t, x) ≤ −c3p(ηr−q ‖x‖q − k)

≤ −c3η
r−qp

c2
(V (t, x)−K),

such that K =
c2k

ηr−q
. We conclude by Theorem 3.2 that

‖x(t)‖ ≤ ρ+ c(x0)e
−α(t−t0),

where ρ = p

√
K

c1
, α =

c3η
r−q

c2
, and c(x0) =

p

√
(V (t0, x0)−K)

c1
.
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2) For r < q : we have

V (t, x) ≤ max{c2 (k)
q
r , V (t0, x0)},

then
‖x(t)‖ ≤ ρ+ c(x0)e

−α(t−t0),

with ρ =
p

√
max{c2 (k)

q
r , V (t0, x0)}
c1

and c(x0) = 0. �

Theorem 3.5. Suppose that the system (2.1) satis�es condition 3.3 with

p = q = r and W = Rn. Then, (2.1) is globally exponentially convergent to

Bρ, where

ρ = p

√
kc2
c1
.

Proof. Our proof starts with the observation that using condition 3.3
we get

V̇ (t, x) =
∂V

∂t
+
∂V

∂x
f(t, x)

≤ −c3p(‖x‖r − k)

≤ −c3p
c2

[V (t, x)− kc2].

We conclude by Theorem 3.2 that

V (t, x) ≤ kc2 + (V (t0, x0)− kc2)e
− c3

c2
p(t−t0).

Since for all a, b > 0 and p ≥ 1 ,

(a+ b)
1
p ≤ a

1
p + b

1
p ,

then
‖x(t)‖ ≤ ρ+ c(x0e

−α(t−t0),

with ρ = p

√
kc2
c1

, α =
c3
c2
, and

c(x0) =


0 if V (t0, x0) ≤ kc2,

p

√
(V (t0, x0)− kc2)

c1
if V (t0, x0) > kc2. �

3.2. Practical exponential stability of cascade systems

In this section, we give su�cient conditions that guarantee the practical
uniform exponential stability of system (1.1)�(1.2). We start this section by
giving a result from [1] on the practical exponential stability of nonlinear time-
varying cascade systems, with the existence of a uniform Lyapunov function.
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Theorem 3.6 ([1]). If assumptions (H1) and (H2) below hold and the in-

terconnection term is bounded, i.e., there exists a constant M > 0 such that

‖g(t, x)‖ ≤ M for all (t, x), then system (1.1)�(1.2) is practically globally uni-

formly exponentially stable.

H1) There exists a continuously di�erentiable function V1 and some positive
numbers c1, c2, c3, c4, and k1 such that

c1 ‖x1‖2 ≤ V1(t, x1) ≤ c2 ‖x1‖2 ,
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) ≤ −c3V1(t, x1) + k1,∥∥∥∥∂V1∂x1

∥∥∥∥ ≤ c4 ‖x1‖ .

H2) There exists a continuously di�erentiable function V2 and some positive
numbers b1, b2, b3, and k2 such that

b1 ‖x2‖2 ≤ V2(t, x2) ≤ b2 ‖x2‖2 ,
∂V2
∂t

+
∂V2
∂x2

f2(t, x2) ≤ −b3V2(t, x2) + k2.

We propose in this part to state theorems generalizing Theorem 3.6.
Indeed, in Theorem 3.6 we assume that the term of interconnection veri�es
‖g(t, x)‖ ≤M, there are therefore the upper boundedness of g(t, x), whereas in
the following theorem we suppose that the perturbation term g(t, x) satis�es
the linear growth bound

(3.3) ‖g(t, x)‖ ≤ ε ‖x‖+M, for all t ≥ 0,

where M is a positive constant and ε > 0 .

Theorem 3.7. If the assumptions (H1) and (H2) hold and the intercon-

nection term is bounded, i.e. there exists a constants M, ε > 0 such that

‖g(t, x)‖ ≤ ε ‖x‖+M for all (t, x), then system (1.1)�(1.2) is practically uni-

formly exponentially stable.

Proof. The time derivative of V1(t, x) along the trajectories of (1.1)�(1.2) is

V̇1(t, x1) =
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) +
∂V1
∂x1

g(t, x)x2

Using assumption (H1) and (3.3) we obtain

V̇1(t, x1) ≤ −c3V1(t, x1) + k1 + c4 ‖x1‖ ‖x2‖ (ε ‖x‖+M).
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From assumption (H2) ẋ2 = f2(t, x2) is practically exponentially stable
by Theorem 3.2. Hence, there exists λ such that ‖x2‖ ≤ λ. Using ‖x‖ ≤
‖x1‖+ ‖x2‖ we obtain

V̇1(t, x1) ≤ −c3c1 ‖x1‖2 + k1 + c4λε ‖x1‖2 + c4λ(ελ+M) ‖x1‖
≤ −(c3c1 − c4λε) ‖x1‖2 + c4λ(ελ+M) ‖x1‖+ k1.

ε is chosen such that µ1 = c3c1 − c4λε > 0. Therefore, one obtains

V̇1(t, x1) ≤ −µ1 ‖x1‖2 + c4λ(ελ+M) ‖x1‖+ k1

≤ −µ1 ‖x1‖2 + µ1θ ‖x1‖2 − µ1θ ‖x1‖2 + c4λ(ελ+M) ‖x1‖+ k1

≤ −µ1(1− θ) ‖x1‖2 − µ1θ ‖x1‖2 + c4λ(ελ+M) ‖x1‖+ k1,

where 0 < θ < 1. If ‖x1‖ ≥
c4λ(ελ+M)

µ1θ
, then

V̇1(t, x1) ≤ −
µ1(1− θ)

c1
V1(t, x1) + k1, ∀ ‖x1‖ ≥

c4λ(ελ+M)

µ1θ
.

SettingW (t, x1, x2) = V1(t, x1)+αV2(t, x2) where α is a positive constant.
The derivative of W along the trajectories of system (1.1)�(1.2) is

Ẇ (t) =
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) +
∂V1
∂x1

g(t, x)x2 + α(
∂V2
∂t

+
∂V2
∂x2

∂x2
∂t

)

≤ −µ1(1− θ)
c1

V1(t, x1) + k1 + α(−b3V2(t, x2) + k2)

≤ −µ1(1− θ)
c1

V1(t, x1)− αb3V2(t, x2) + k1 + αk2

≤ −min(
µ1(1− θ)

c1
, b3)W (t) + k1 + αk2.

Let µ = min(
µ1(1− θ)

c1
, b3), it follows that

Ẇ (t) ≤ −µW (t) + k1 + αk2.

Hence, by Lemma 2.2, system (1.1)�(1.2) is practically uniformly expo-
nentially stable. �

Remark 3.8. Note that Theorem 3.6 is a special case of Theorem 3.7 when
ε = 0.

For the proof of Theorem 3.10 below we will use the next lemma.

Lemma 3.9. Let V be a positive de�nite and continuously di�erentiable

function de�ned such that

V̇ (t) ≤ −αV (t) + β s
√
V (t) + k,

where α, β, k are positives constants, and s > 1. Then V is bounded.
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Proof. Take
f(V ) = −αV + β

s
√
V + k.

There are three possibilities for the behavior of V̇ (t).
Case 1) If V̇ (t) ≤ 0, since V is a positive de�nite function, then V is a

decreasing function. Hence, V is necessarily bounded.

Case 2) If V̇ (t) ≥ 0, in this case f(V ) ≥ 0 and f ′(V ) =
−sαV 1− 1

s + β

sV 1− 1
s

.

It is easy to see that

f ′(V ) = 0 and f(V ) =
s− 1

α
1

s−1

(
β

s

) s
s−1

+ k > 0,

where V = (
β

sα
)

s
s−1 and f ′(V ) < 0 for V (t) > V and lim

V→+∞
f(V ) = −∞.

Thus, there exists ξ > V such that f(ξ) = 0. Consequently

f(V ) > 0 for all V (t) < ξ.

Hence, V is bounded.
Case 3) If V̇ is oscillatory. There exists the sequence (tn)n≥0 such that

tn ≥ 0, and lim
n→+∞

tn = +∞ with V̇ (tn) = 0, ∀n. Without loss of generality,

we suppose that on [tn; tn+1] : V̇ (t) ≥ 0, from case 2 there exists �nite constant
ξn > 0 such that V (t) ≤ ξn for all t ∈ [tn+1; tn+2].

If t ∈ [tn+1; tn+2] : V̇ (t) ≤ 0 and V (t) ≤ V (tn+1) ≤ ξn so V (t) ≤ ξn for
all t ∈ [tn; tn+2], consequently , V (t) ≤ supn≥0 ξn, for all t ≥ t0. �

Theorem 3.10. If assumptions (H3) and (H4) below hold and the in-

terconnection term is bounded, i.e., there exists a constant M > 0 such that

‖g(t, x)‖ ≤ M for all (t, x) , then system (1.1)�(1.2) is practically uniformly

exponentially stable.

H3) There exists a continuously di�erentiable function V1 and some positive
numbers c1, c2, c3, c4, k1, and p, q, r > 1 such that

c1 ‖x1‖p ≤ V1(t, x1) ≤ c2 ‖x1‖q ,
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) ≤ −c3 ‖x1‖r + k1,∥∥∥∥∂V1∂x1

∥∥∥∥ ≤ c4 ‖x1‖ .

H4) There exists a continuously di�erentiable function V2 and some positive
numbers b1, b2, b3, k2, and p, q, r > 1 such that

b1 ‖x2‖p ≤ V2(t, x2) ≤ b2 ‖x2‖q ,
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∂V2
∂t

+
∂V2
∂x2

f2(t, x2) ≤ −b3 ‖x2‖r + k2.

Proof. a) Boundedness of V1.
Case 1) If p = q = r

V̇1(t, x1) =
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) +
∂V1
∂x1

g(t, x)x2

≤ −c3 ‖x1‖r + k1 +M

∥∥∥∥∂V1∂x1

∥∥∥∥ ‖x2‖
≤ −c3 ‖x1‖r + k1 + c4M ‖x1‖ ‖x2‖ .

From assumption (H4) we have that ẋ2 = f2(t, x2) is practically exponen-
tially stable. Hence, by Theorem 3.5, there exists λ > 0 such that ‖x2‖ ≤ λ.
Then

V̇1(t, x1) ≤ −
c3
c2
V1(t, x1) +

c4Mλ
r
√
c1

r
√
V1(t, x1) + k1.

Take f(V1) = −αV1 + β r
√
V1 + k1 with α =

c3
c2
, and β =

c4Mα
r
√
c1

. We conclude

by Lemma 3.9 (s = r) that V1 is bounded.
Case 2) If p > q V1 is bounded (see the proof of Theorem 3.4).
Case 3) If p < q, we have

‖x1‖ >
(
c2
c1

) 1
q−p

= η,

and

V̇1(t, x1) =
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) +
∂V1
∂x1

g(t, x)x2

≤ −c3 ‖x1‖r + k1 +M

∥∥∥∥∂V1∂x1

∥∥∥∥ ‖x2‖
≤ −c3 ‖x1‖r + k1 + c4M ‖x1‖ ‖x2‖ .

Since for all ξ > 0, ‖x1‖ ‖x2‖ ≤ (
‖x1‖2

2ξ
+ 2ξ ‖x2‖2), we get

V̇1(t, x1) ≤ −c3 ‖x1‖r +
c4M

2ξ
‖x1‖2 +

c4Mξ

2
‖x2‖2 + k1.

We discuss two cases.
1) For r ≥ q : we have

V̇1(t, x1) ≤ −c3ηr−q ‖x1‖q +
c4M

2ξηp−2
‖x1‖p +

c4Mξ

2
λ2 + k1

≤ −c3η
r−q

c2
V1(t, x1) +

c4M

2c1ξηp−2
V1(t, x1) +

c4Mξ

2
λ2 + k1
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≤ −(c3η
r−q

c2
− c4M

2c1ξηp−2
)V1(t, x1) +

c4Mξ

2
λ2 + k1.

We choose ξ such that

c3η
r−q

c2
− c4M

2c1ξηp−2
> 0.

It follows that

V̇1(t, x1) ≤ −β1V1(t, x1) +K1,

where

ξ =
c2c4M

c1c3ηr−q+p−2
, β1 =

c3η
r−q

2c2
, K1 =

c4Mξ

2
λ2 + k1.

We conclude by Lemma 2.2, that V1 is bounded.
2) For r < q : we have

V̇1(t, x1) ≤ −c3 ‖x1‖r + k1 + c4M ‖x1‖ ‖x2‖
≤ −c3 ‖x1‖r + λc4M ‖x1‖+ k1

≤ −c3 ‖x1‖r +
λc4M

ηr−1
‖x1‖r + k1

≤ −β2 ‖x1‖r + k1,

where β2 = c3 −
λc4M

ηr−1
and M is chosen such that β2 > 0. Hence, by

Theorem 3.4, V1 is bounded.
b) Practical uniform exponential stability of system (1.1)�(1.2).
Set W (t, x1, x2) = V1(t, x1) + αV2(t, x2) where α is a positive constant.

The derivative of W along the trajectories of system (1.1)�(1.2) is

Ẇ (t) =
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) +
∂V1
∂x1

g(t, x)x2 + α(
∂V2
∂t

+
∂V2
∂x2

f2(t, x2))

≤ −c3 ‖x1‖r + k1 + c4M ‖x1‖ ‖x2‖+ α(−b3 ‖x2‖r + k2)

≤ −β3 ‖x1‖r + k1 − αb3 ‖x2‖r + αk2

≤ −µ1V
r
q

1 (t, x1) + k1 − αµ2V
r
q

2 (t, x2) + αk2,

where β3 = min(β1, β2, c3), µ1 =
β3

c
r
q

2

and µ2 =
b3

b
r
q

2

. We remark that

Ẇ (t) ≤ − µ1 V1(t, x1)− αµ2 V2(t, x2) + µ1(V1(t, x1)− V
r
q

1 (t, x1))

+ αµ2(V2(t, x2)− V
r
q

2 (t, x2)) + k1 + αk2.

Let µ = min(µ1, µ2), we obtain

Ẇ (t)≤−µW (t)+µ1(V1(t, x1)−V
r
q

1 (t, x1)) +αµ2(V2(t, x2)−V
r
q

2 (t, x2))+k1+αk2.
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The boundedness of V1 and V2 implies that there exists k3 > 0 such that

µ1(V1(t, x1)− V
r
q

1 (t, x1)) + αµ2(V2(t, x2)− V
r
q

2 (t, x2)) ≤ k3,

thus,
Ẇ (t) ≤ −µW (t) + k1 + αk2 + k3.

By Lemma 2.2, system (1.1)�(1.2) is practically uniformly exponentially
stable. �

Remark 3.11. We can give a di�erent proof of the boundedness of V1 for
p = q = r > 1. Indeed

V̇1(t, x1) =
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) +
∂V1
∂x1

g(t, x)x2

≤ −c3 ‖x1‖r + k1 + c4M ‖x1‖ ‖x2‖
≤ −c3 ‖x1‖r + c4Mλ ‖x1‖+ k1

≤ −c3 ‖x1‖r + θc3 ‖x1‖r − θc3 ‖x1‖r + c4Mλ ‖x1‖+ k1

≤ −c3(1− θ) ‖x1‖r + k1, ∀ ‖x1‖ > r−1

√
λc4M

c3θ
,

where 0 < θ < 1. We conclude by Theorem 3.5, that V1 is bounded.

The example below illustrates our results.

Example. Consider the system

(3.4)


ẋ1 = −

1

4
x

3
2
1 +

x
7
4
1

1 + x21
e−x

2
1 +

1

1 + t2
x2,

ẋ2 = −x
3
2
2 + 2e−x

1
4
2 .

In this case,

f1(t, x1) = −1

4
x

3
2
1 +

x
7
4
1

1 + x21
e−x

2
1 ,

f2(t, x2) = −x
3
2
2 + 2e−x

1
4
2 ,

g(t, x) =
1

1 + t2
.

Set V1(t, x1) = x
5
4
1 and V2(t, x2) = x

5
4
2 .

Veri�cation of assumption H3). We have

‖x1‖
5
4 ≤ V1(t, x1) ≤ ‖x1‖

3
2 ,

∂V1
∂t

+
∂V1
∂x1

f1(t, x1) ≤
5

4
x

1
4
1 (−

1

4
x

3
2
1 +

x
7
4
1

1 + x21
e−x

2
1)

≤ − 5

16
x

7
4
1 +

5

4
≤ − 5

16
‖x1‖

7
4 +

5

4
.
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With p =
5

4
, q =

3

2
, r =

7

4
, c1 = 1, c2 = 1, c3 =

5

16
, c4 =

5

4
, k1 =

5

4
and

‖x1‖ ≥ 1 = η.

Veri�cation of assumption H4). We have

‖x2‖
5
4 ≤ V2(t, x2) ≤ ‖x2‖

3
2

∂V2
∂t

+
∂V2
∂x2

f2(t, x1) ≤
5

4
x

1
4
2 (−x

3
2
2 + 2e−x

1
4
2 )

≤ −5

4
x

7
4
2 +

5

2

≤ −5

4
‖x2‖

7
4 +

5

2
,

with p =
5

4
, q =

3

2
, r =

7

4
, b1 = 1, b2 = 1, b3 =

5

4
, c4 =

5

4
, k2 =

5

2
and

‖x1‖ ≥ 1 = η. Therefore, we can apply Theorem 3.10 to prove that system
(3.4) is practically uniformly exponentially stable.

Theorem 3.12. If assumptions (H3) and (H4) hold and the intercon-

nection term is bounded, i.e., there exists a constants M, ε > 0 such that

‖g(t, x)‖ ≤ ε ‖x‖+ M for all (t, x), then system (1.1)�(1.2) is practically uni-

formly exponentially stable.

Proof. a) Boundedness of V1:

1) If p = q = r > 2, we have

V̇1(t, x1) =
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) +
∂V1
∂x1

g(t, x)x2

≤ −c3 ‖x1‖r + k1 + c4 ‖x1‖ ‖x2‖ (ε ‖x‖+M)

≤ −c3 ‖x1‖r + k1 + c4 ‖x1‖ ‖x2‖ (ε ‖x1‖+ ε ‖x2‖+M)

≤ −c3 ‖x1‖r + k1 + c4 ‖x1‖ ‖x2‖ (ε ‖x1‖+ ελ+M)

≤ −c3 ‖x1‖r + k1 + c4(ελ+M) ‖x1‖ ‖x2‖+ c4ελ ‖x1‖2

≤ −c3 ‖x1‖r +
c4(ελ+M)

2
‖x1‖2 + c4ελ ‖x1‖2 +A,

where A =
c4(ελ+M)

2
λ2 + k1. For 0 < θ < 1, we obtain

V̇1(t, x1) ≤ −c3 ‖x1‖r + c3θ ‖x1‖r − c3θ ‖x1‖r +
3c4ελ+ c4M

2
‖x1‖2 +A

≤ −c3(1− θ) ‖x1‖r − c3θ ‖x1‖r +
3c4ελ+ c4M

2
‖x1‖2 +A,

so

V̇1(t, x1) ≤ −c3(1− θ) ‖x1‖r +A, ∀ ‖x1‖ > r−2

√
3c4ελ+ c4M

2c3θ
.



14 Djamila Beldjerd, Lynda Oudjedi and Moussadek Remili 14

From Theorem 3.5 V1 is bounded.

2) If p < q, we have

V̇1(t, x1) =
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) +
∂V1
∂x1

g(t, x)x2

≤ −c3 ‖x1‖r + k1 + c4 ‖x1‖ ‖x2‖ (ε ‖x‖+M)

≤ −c3 ‖x1‖r + k1 + c4(ελ+M) ‖x1‖ ‖x2‖+ c4ελ ‖x1‖2

≤ −c3 ‖x1‖r+k1+
c4(ελ+M)

2
‖x1‖2+

c4(ελ+M)

2
‖x2‖2+c4ελ ‖x1‖2,

for r ≥ q ≥ 2, we have

V̇1(t, x1) ≤ −(c3 −
c4(ελ+M)

2ηr−2
− c4ελ

ηr−2
) ‖x1‖r +A.

If ε is chosen such that

β1 = c3 −
c4(3ελ+M)

2ηr−2
> 0,

then by Theorem 3.4, V1 is bounded.

b) Practical uniform exponential stability of system (1.1)�(1.2):

Set W (t, x1, x2) = V1(t, x1) + αV2(t, x2) where α is a positive constant.
The derivative of W along the trajectories of system (1.1)�(1.2) is

Ẇ (t) =
∂V1
∂t

+
∂V1
∂x1

f1(t, x1) +
∂V1
∂x1

g(t, x)x2 + α(
∂V2
∂t

+
∂V2
∂x2

f2(t, x2))

≤ −c3 ‖x1‖r + k1 + c4(ε ‖x‖+M) ‖x1‖ ‖x2‖+ α(−b3 ‖x2‖r + k2)

≤ −β ‖x1‖r +A− αb3 ‖x2‖r + k2α

≤ −µ1V
r
q

1 (t, x1)− αµ2V
r
q

2 (t, x2) +B,

with β = min(β1, c3), µ1 =
β

c
r
q

2

, µ2 =
b3

b
r
q

2

and B = A + αk2. By the same

procedure of the previous theorem we obtain

Ẇ (t) ≤ −µW + µ1(V1(t, x1)− V
r
q

1 (t, x1)) + αµ2(V2(t, x2)− V
r
q

2 (t, x2)) +B.

The boundedness of V1 and V2 implies that there exists a �nite constant
C such that

µ1(V1(t, x1)− V
r
q

1 (t, x1)) + αµ2(V2(t, x2)− V
r
q

2 (t, x2)) +B ≤ C.

Hence,

Ẇ (t) ≤ −µW (t) + C.

By Lemma 2.2, system (1.1)�(1.2) is practically uniformly exponentially
stable. �
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Example. Consider the system

(3.5)


ẋ1 = −

1

9
x

5
2
1 +

4x
15
8
1 e−

1
2
t

9(1 + x21)
+ (

10−3xe−x
2

1 + t2
+

1

5
)x2

ẋ2 = −x
5
2
2 +

17

9
e−x

1
8
2

In this case,

f1(t, x1) = −1

9
x

5
2
1 +

4x
15
8
1 e−

1
2
t

9(1 + x21)
,

f2(t, x2) = −x
5
2
2 +

17

9
e−x

1
8
2 ,

g(t, x) =
10−3xe−x

2

1 + t2
+

1

5
.

Set V1(t, x1) = x
9
8
1 and V2(t, x2) = x

9
8
2 .

Veri�cation of assumption H3): We have

‖x1‖
9
8 ≤ V1(t, x1) ≤ ‖x1‖2

∂V1
∂t

+
∂V1
∂x1

f1(t, x1) ≤
9

8
x

1
8
1 (−

1

9
x

5
2
1 +

4x
15
8
1 e−

1
2
t

9(1 + x21)
)

≤ −1

8
x

21
8
1 +

1

2
≤ −1

8
‖x1‖

21
8 +

1

2
.

With p = 9
8 , q = 2, r = 21

8 , c1 = 1, c2 = 1, c3 = 1
8 , c4 = 9

8 , k1 = 1
2 and

‖x1‖ ≥ 1 = η.
Veri�cation of assumption H4): We have

‖x2‖
9
8 ≤ V2(t, x2) ≤ ‖x2‖2

∂V2
∂t

+
∂V2
∂x2

f2(t, x1) ≤
9

8
x

1
8
2 (−x

5
2
2 +

17

9
e−x

1
8
2 )

≤ −9

8
x

21
8
2 +

17

8
≤ −9

8
‖x2‖

21
8 +

17

8
.

With p = 9
8 , q = 2, r = 21

8 , b1 = 1, b2 = 1, b3 = 9
8 , k2 = 17

8 and
‖x2‖ ≥ 1 = η.

We have also ‖g(t, x)‖ ≤ ε ‖ x ‖ +M where M =
1

5
<

2c3η
r−2

c4
=

2

9
and

ε = 10−3e−2.

Therefore, we can apply Theorem 3.12 to prove that system (3.5) is prac-
tically uniformly exponentially stable.



16 Djamila Beldjerd, Lynda Oudjedi and Moussadek Remili 16

REFERENCES

[1] A. Benabdallah, I. Ellouze and M. Hammami, Pratical Stability of nonlinear time-varying

cascade systems. Journal of Dynamical and control systems 15 (2009), 1, 45�62.

[2] A. Chaillet and A. Loria, Necessary and su�cient conditions for uniform semiglobal

practical asymptotic stability: Application to cascade systems . Automatica 42 (2006),
11, 1899�1906.

[3] A. Chaillet and A. Loria, Uniform semiglobal practical asymptotic stability for nonau-

tonomous cascade systems and applications . Automatica 44 (2008), 2, 337�347.

[4] M. Corless, Guarantee rate of exponential convergence of uncertain systems . MJ. Optim.
Theory Appl. 76 (1993), 1.

[5] A. Edwards, Y.L. Lin and Y. Wang, On input-to-state stability for time-varying nonlinear

systems. In: Proc. 39th IEEE Conf. on Decision and Control, Sydney, Australia 2000,
pp. 3501�3506.

[6] A. Ferfera and M.A. Hammami, Sur la stabilisation des syst�emes non lin�eaires en cas-

cade. Bull. Belg. Math. Soc. 7 (2000), 97�105.

[7] M. Jankovic, R. Sepulchre and P.V. Kokotovic, constructive Lyapunov stabilisation of

nonlinear cascade systems. IEEE Trans. Automat. Control 41 (1996), 1723�1736.

[8] Z.P. Jiang, A.R. Teel and L. Praly, Small-gain theorem for ISS systems and applications .
Math. Control Signal Systems 7 (1994), 95�120.

[9] H.K. Khalil, Nonlinear systems. Prentice -Hall, New York, 2002.

[10] Y. Lin, Y. Wang and D. Cheng, On nonuniform and semi-uniform input-to-state stability

for time-varying systems. IFAC World Congress, Prague, 2005.

[11] N.M. Linh and V.N. Phat, Exponential stability of nonlinear time-varying di�erential

equations and applications, Electronic Journal of Di�erential Equations 2001, 34, 1�13.

[12] E. Panteley and A. Loria, On global uniform asymptotic stability of nonlinear time-

varying systems in cascade. Systems Control Lett. 33 (1998), 131�138.

[13] E. Panteley and A. Loria, Growth rate conditions for uniform asymptotic stability of

cascade time-varying systems. Automatica 37 (2001), 3, 453�460.

[14] A. Saberi, P.V. Kokotovic and H.J. Sussman, Global stabilization of partially linear

composed systems. SIAM J. Control Optim. 28 (1990), 1491�1503.

[15] P. Seibert and R. Suarez, Global stabilization of nonlinear cascade systems . Systems
Control Lett. 14 (1990), 347�352.

[16] A.G. Soldatos and M. Corless, Stabilizing uncertain systems with bounded control . Dy-
nam. Control 1 (1991), 227�238.

[17] E. Sontag, Remarks on stabilization and input to state stability . In: Proc. 28th IEEE
Conf. on Decision and Control 1 (1989), 1376�1378.

[18] E. Sontag, Smooth stabilization implies coprime factorization . IEEE Trans. Automat.
Control 34 (1989), 435�443.

[19] M. Vidyasagar, Nonlinear systems analysis. Prentice Hall, Englewood Cli�s, 1993.

Received 7 April 2013 University of Oran

Department of Mathematics

31000 Oran, Algeria

dj.beldjerd@gmail.com

oudjedi@yahoo.fr

remilimous@gmail.com


