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Using G method, we construct a Gibbs sampler in a generalized sense on Sn,
the set of permutations of order n, which attains its stationarity at time 1, its
stationary probability distribution being the Mallows model through Kendall
metric (a model for ranked data). This chain leads to a fast exact (not approxi-
mate) Markovian method for sampling from Sn according to the Mallows model
through Kendall metric. The method has n − 1 steps because the transition
matrix of chain is a product of n− 1 (stochastic) matrices. On the other hand,
for the Mallows model through Kendall metric, this chain can be used for other
things � we compute the normalizing constant and, by Uniqueness Theorem,
certain important probabilities.
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1. AUXILIARY RESULTS

In this section, we present the basic result from [9] we need. We then give
three results on Sn, the set of permutations of order n � the �rst one refers
to certain components of certain permutations, the second one refers to certain
systems of generators for Sn, the last one refers to Kendall metric.

Set

Par (E) = {∆ | ∆ is a partition of E } ,
where E is a nonempty set. We shall agree that the partitions do not contain
the empty set.

De�nition 1.1. Let ∆1,∆2 ∈Par(E) . We say that ∆1 is �ner than ∆2 if
∀V ∈ ∆1, ∃W ∈ ∆2 such that V ⊆W.

Write ∆1 � ∆2 when ∆1 is �ner than ∆2.
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In this article, a vector is a row vector and a stochastic matrix is a row
stochastic matrix.

The entry (i, j) of a matrix Z will be denoted by Zij or, if confusion can
arise, Zi→j .

Set

〈m〉 = {1, 2, ...,m} (m ≥ 1),

Nm,n = {P | P is a nonnegative m× n matrix} ,
Sm,n = {P | P is a stochastic m× n matrix} ,

Nn = Nn,n,

Sn = Sn,n.

Let P = (Pij) ∈ Nm,n. Let ∅ 6= U ⊆ 〈m〉 and ∅ 6= V ⊆ 〈n〉. Set the
matrices

PU = (Pij)i∈U,j∈〈n〉 , P
V = (Pij)i∈〈m〉,j∈V , and P

V
U = (Pij)i∈U,j∈V .

Set

({i})i∈{s1,s2,...,st} = ({s1} , {s2} , ..., {st}) ;

({i})i∈{s1,s2,...,st} ∈ Par ({s1, s2, ..., st}) .

De�nition 1.2. Let P ∈ Nm,n. We say that P is a generalized stochastic

matrix if ∃a ≥ 0, ∃Q ∈ Sm,n such that P = aQ.

De�nition 1.3 ([9]). Let P ∈ Nm,n. Let ∆ ∈Par(〈m〉) and Σ ∈Par(〈n〉).
We say that P is a [∆]-stable matrix on Σ if PLK is a generalized stochastic
matrix, ∀K ∈ ∆,∀L ∈ Σ. In particular, a [∆]-stable matrix on ({i})i∈〈n〉 is
called [∆]-stable for short.

De�nition 1.4 ([9]). Let P ∈ Nm,n. Let ∆ ∈Par(〈m〉) and Σ ∈Par(〈n〉).
We say that P is a ∆-stable matrix on Σ if ∆ is the least �ne partition for which
P is a [∆]-stable matrix on Σ. In particular, a ∆-stable matrix on ({i})i∈〈n〉 is
called ∆-stable while a (〈m〉)-stable matrix on Σ is called stable on Σ for short.
A stable matrix on ({i})i∈〈n〉 is called stable for short.

Let ∆1 ∈Par(〈m〉) and ∆2 ∈Par(〈n〉). Set (see [9] for G∆1,∆2 and [10] for
G∆1,∆2)

G∆1,∆2 = {P | P ∈ Sm,n and P is a [∆1] -stable matrix on ∆2 }

and

G∆1,∆2 = {P | P ∈ Nm,n and P is a [∆1] -stable matrix on ∆2 } .
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When we study or even when we construct products of nonnegative ma-
trices (in particular, products of stochastic matrices) using G∆1,∆2 or G∆1,∆2 ,
we shall refer this as the G method.

We now give the basic result from [9] we need.

Theorem 1.5 ([9]). Let P1 ∈ G(〈m1〉),∆2
⊆ Sm1,m2 , P2 ∈ G∆2,∆3 ⊆

Sm2,m3 , ..., Pn−1 ∈ G∆n−1,∆n ⊆ Smn−1,mn , Pn ∈ G∆n,({i})i∈〈mn+1〉
⊆ Smn,mn+1 .

Then
P1P2...Pn

is a stable matrix (i.e., a matrix with identical rows, see De�nition 1.4).

Proof. See [9]. �

Consider the group (Sn, ◦), where Sn is the set of permutations of order
n (n ≥ 1) and ◦ is the usual composition of functions. (u1, u2, ..., uk) is a cycle
of length k, where k, u1, u2, ..., uk ∈ 〈n〉 , us 6= ut, ∀s, t ∈ 〈k〉 , s 6= t; (u1)
is a degenerate (improper) cycle and (u1, u2) is a transposition. Set (u) =Id,
∀u ∈ 〈n〉 , where (u) is a degenerate cycle, ∀u ∈ 〈n〉 , and Id is the identity
permutation. Set

Cn = {(1) , (2, 1) , ..., (n, n− 1, ..., 1)} , ∀n ≥ 1.

(Cn ⊆ Sn,∀n ≥ 1.) Cn is a set of cycles of Sn : (1) is a degenerate cycle
((1) =Id), (2, 1) is a cycle of length 2 (a transposition), ..., (n, n− 1, ..., 1) is a
cycle of length n.

Let n ≥ 3. Let 1 ≤ s ≤ n−2. Let n1, n2, ..., ns ∈ 〈n〉 , ni 6= nj , ∀i, j ∈ 〈s〉 ,
i 6= j. The set 〈n〉−{n1, n2, ..., ns} has n−s elements. Denoting these elements
by w1, w2, ..., wn−s, we have

〈n〉 − {n1, n2, ..., ns} = {w1, w2, ..., wn−s} .
Suppose that w1 < w2 < ... < wn−s. Set

Cn,n1,n2,...,ns = {(w1) , (w2, w1) , ..., (wn−s, wn−s−1, ..., w1)} .
(Cn,n1,n2,...,ns ⊆ Sn and w1 = min {w1, w2, ..., wn−s} .) Cn,n1,n2,...,ns is also a set
of cycles of Sn ((w1) is a degenerate cycle ((w1) =Id)).

Let ψ = (u1, u2, ..., uk) be a (degenerate or not) cycle (ψ ∈ Sn, 1 ≤ k ≤ n).
Set

g (ψ) = max {u1, u2, ..., uk} .
We call g (ψ) the greatest element of ψ.

Theorem 1.6. Let n ≥ 2. Let l ∈ 〈n− 1〉 . Let τ1 ∈ Cn, τ2 ∈ Cn,g(τ1), ...,
τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1) (g (τ1) , g (τ2) , ..., g (τl−1) vanish when l = 1). Then

(τl ◦ τl−1 ◦ ... ◦ τ1) (k) = g (τk) , ∀k ∈ 〈l〉
(i.e., the �rst l entries of τl◦τl−1◦...◦τ1 are g (τ1) , g (τ2) , ..., g (τl) , respectively).
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Proof. Let k ∈ 〈l〉 .

First, we show that

(τk ◦ τk−1 ◦ ... ◦ τ1) (k) = g (τk) .

Case 1. k = 1. Obvious.

Case 2. k > 1 (when l > 1). By hypothesis, τk ∈ Cn,g(τ1),g(τ2),...,g(τk−1) =
{(w1) , (w2, w1) , ..., (wn−k+1, wn−k, ..., w1)} , where w1 < w2 < ... < wn−k+1

and {w1, w2, ..., wn−k+1} = 〈n〉 − {g (τ1) , g (τ2) , ..., g (τk−1)} . Notice that any
cycle τk contains w1, the smallest element of set {w1, w2, ..., wn−k+1} . Now, we
consider the sequence k, k − 1, ..., 1. If k ≤ g (τ1) , we have

τ1 (k) = k − 1

(because k > 1); since τ1 (k) = k − 1, we delete k from this sequence and,
consequently, we obtain the sequence k − 1, k − 2, ..., 1. If k > g (τ1) , we have

τ1 (k) = k;

since τ2 ∈ Cn,g(τ1), we delete g (τ1) from the sequence k, k − 1, ..., 1 and,
consequently, we obtain a sequence with k − 1 elements too. Since the two
obtained sequences have the same length, k− 1, we use a common notation for

them, a
(1)
1 , a

(1)
2 , ..., a

(1)
k−1, and, when k > 2, suppose that a

(1)
1 > a

(1)
2 > ... > a

(1)
k−1

(a
(1)
1 = k−1 in the �rst sequence with k−1 elements and a

(1)
1 = k in the second

sequence with k − 1 elements, ...). Obviously,

τ1 (k) = a
(1)
1 .

Further, we proceed in this way for τ2, using the sequence left a
(1)
1 , a

(1)
2 , ...,

a
(1)
k−1 � we do this when k > 2 (k is �xed; if k = 2, we do not proceed in this

way for τ2 anymore, see below). In this case, if a
(1)
1 ≤ g (τ2) , we have

τ2

(
a

(1)
1

)
= a

(1)
2

(because k > 2); since τ2

(
a

(1)
1

)
= a

(1)
2 , we delete a

(1)
1 from the sequence a

(1)
1 ,

a
(1)
2 , ..., a

(1)
k−1 and, consequently, we obtain the sequence a

(1)
2 , a

(1)
3 , ..., a

(1)
k−1. If

a
(1)
1 > g (τ2) , we have

τ2

(
a

(1)
1

)
= a

(1)
1 ;

since τ3 ∈ Cn,g(τ1),g(τ2), we delete g (τ2) from the sequence a
(1)
1 , a

(1)
2 , ..., a

(1)
k−1

and, consequently, we obtain a sequence with k−2 elements too. Since the two
obtained sequences have the same length, k− 2, we use a common notation for
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them, a
(2)
1 , a

(2)
2 , ..., a

(2)
k−2, and, when k > 3, suppose that a

(2)
1 > a

(2)
2 > ... >

a
(2)
k−2. Obviously,

τ2

(
a

(1)
1

)
= a

(2)
1 .

Proceeding in this way for τ3, τ4, ..., τk−1, we obtain a sequence having only

one element, a
(k−1)
1 . Obviously,

τk−1

(
a

(k−2)
1

)
= a

(k−1)
1 .

a
(k−1)
1 is the smallest element from the sequence k, k − 1, ..., 1, di�erent from
g (τ1) , g (τ2) , ..., g (τk−1) (see the way it was obtained again). So,

a
(k−1)
1 = w1.

Finally, we have

(τk ◦ τk−1 ◦ ... ◦ τ1) (k) = τk ((τk−1 ◦ ... ◦ τ1) (k)) =

= τk

(
a

(k−1)
1

)
= τk (w1) = g (τk) .

Second, we show that

(τl ◦ τl−1 ◦ ... ◦ τ1) (k) = g (τk)

(recall that k ∈ 〈l〉).
Case 1. l = 1. Obvious (l = 1 =⇒ k = 1).

Case 2. l > 1.

Subcase 2.1. l = k. Obvious (by the �rst part of proof).

Subcase 2.2. l > k. Since (τk ◦ τk−1 ◦ ... ◦ τ1) (k) = g (τk) and τk+1 ∈
Cn,g(τ1),g(τ2),...,g(τk), τk+2 ∈ Cn,g(τ1),g(τ2),...,g(τk+1), ..., τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1),
we have

(τl ◦ τl−1 ◦ ... ◦ τ1) (k) = (τl ◦ τl−1 ◦ ... ◦ τk+1) ((τk ◦ τk−1 ◦ ... ◦ τ1) (k)) =

= (τl ◦ τl−1 ◦ ... ◦ τk+1) (g (τk)) = g (τk) . �

Theorem 1.7. Let n ≥ 2. Let σ0 ∈ Sn. Let

An,l =
{
τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl ◦ σ0

∣∣ τ1 ∈ Cn, τ2 ∈ Cn,g(τ1), ...

..., τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1), σl ∈ Sn, σl (v) = v, ∀v ∈ 〈l〉
}
, ∀l ∈ 〈n− 1〉

(g (τ1) , g (τ2) , ..., g (τl−1) vanish when l = 1). Then

An,l = Sn, ∀l ∈ 〈n− 1〉 .

Proof. Let l ∈ 〈n− 1〉 . Since (Sn, ◦) is a group, we have An,l ⊆ Sn.
Therefore, |An,l| ≤ |Sn| = n! (|·| is the cardinal). To �nish the proof, we show
that |An,l| = n!.



264 Udrea P�aun 6

The number of permutations σl ∈ Sn with σl (v) = v, ∀v ∈ 〈l〉 , is equal
to (n− l)!. Since τ1 ∈ Cn and |Cn| = n, τ2 ∈ Cn,g(τ1) and

∣∣Cn,g(τ1)

∣∣ = n− 1, ...,
τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1) and

∣∣Cn,g(τ1),g(τ2),...,g(τl−1)

∣∣ = n− l + 1, it follows that
|An,l| is at most equal to

n (n− 1) ... (n− l + 1) [(n− l)!] = n!.

We show that

τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl ◦ σ0 = µl ◦ µl−1 ◦ ... ◦ µ1 ◦ νl ◦ σ0

if and only if τq = µq, ∀q ∈ 〈l〉 , and σl = νl, where τ1, µ1 ∈ Cn, τ2 ∈ Cn,g(τ1),
µ2 ∈ Cn,g(µ1), ..., τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1), µl ∈ Cn,g(µ1),g(µ2),...,g(µl−1), σl, νl ∈
Sn, σl (v) = νl (v) = v, ∀v ∈ 〈l〉 .

“⇐= ” Obvious.

“ =⇒ ” Since σ0 can be eliminated, we eliminate it. So, we suppose that

τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl = µl ◦ µl−1 ◦ ... ◦ µ1 ◦ νl
It follows that

(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (k) = (µl ◦ µl−1 ◦ ... ◦ µ1 ◦ νl) (k) , ∀k ∈ 〈l〉 .

Therefore, by Theorem 1.6 we have

g (τ1) = g (µ1) , g (τ2) = g (µ2) , ..., g (τl) = g (µl) ,

so,

τ1 = µ1, τ2 = µ2, ..., τl = µl,

and, as a result of these equations,

σl = νl.

We conclude that

|An,l| = n!. �

Theorem 1.7 says that we can work with An,l instead of Sn, ∀l ∈ 〈n− 1〉
(this fact will be used in Theorem 2.1).

Let σ, τ ∈ Sn. Set

K (σ, τ) =
∑

1≤i<j≤n
1 [(σ (i)− σ (j)) (τ (i)− τ (j)) < 0] ,

where

1 [(σ (i)−σ (j)) (τ (i)−τ (j))<0]=

{
1 if (σ (i)−σ (j)) (τ (i)−τ (j))<0,

0 if (σ (i)−σ (j)) (τ (i)−τ (j))≥0,

∀i, j ∈ 〈n〉 . K is a metric on Sn, called the Kendall metric (see, e.g., [1] or [8]).
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Theorem 1.8. Let n ≥ 2. Let σ0 ∈ Sn. Consider on Sn the Kendall

metric. Then

K (τl ◦τl−1 ◦...◦τ1 ◦σl ◦σ0, σ0)=bτle − 1 +K (τl−1 ◦τl−2 ◦...◦τ1 ◦σl ◦σ0, σ0) ,

∀l ∈ 〈n− 1〉 (warning! σl appears in two terms of the above equation), where
τ1 ∈ Cn, τ2 ∈ Cn,g(τ1), ..., τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1), σl ∈ Sn, σl (v) = v,
∀v ∈ 〈l〉 , and bτle is the length of τl (a degenerate cycle has length 1) � τl−1 ◦
τl−2 ◦ ... ◦ τ1 and g (τ1) , g (τ2) , ..., g (τl−1) vanish when l = 1.

Proof. SinceK is right-invariant (see, e.g., [1]), the equation we must show
is equivalent to

K (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl, Id) = bτle − 1 +K (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl, Id) ,

∀l ∈ 〈n− 1〉 . We shall show the latter equation. More precisely, we shall show
that

K (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl, Id)−K (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl, Id) = bτle − 1,

∀l ∈ 〈n− 1〉 .
Let l ∈ 〈n− 1〉 . Since the above equation is obvious for τl =Id, further,

we suppose that
τl = (wt, wt−1, ..., w1) ,

where t ≥ 2 (w1 < w2 < ... < wt). It follows that bτle = t. Let i1, i2, ..., it ∈ 〈n〉 ,
ia 6= ib, ∀a, b ∈ 〈t〉 , a 6= b. Suppose that

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (ia) = wa,∀a ∈ 〈t〉 .
(If l = 1, since τl−1 ◦ τl−2 ◦ ... ◦ τ1 vanishes when l = 1, we have σ1 (ia) = wa,
∀a ∈ 〈t〉 .)

Let i, j ∈ 〈n〉 , i 6= j. Below we consider four cases.

Case 1. i, j ∈ {i1, i2, ..., it} . We have

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i1) = w1 < wb = (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (ib)

and

(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i1) = wt > wb−1 = (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (ib) ,

∀b ∈ 〈t〉 − {1} . We also have

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (ia) = wa < wb = (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (ib)

and

(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (ia) = wa−1 < wb−1 = (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (ib) ,

∀a, b ∈ 〈t〉 − {1} , a < b. Therefore,

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i) < (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j)
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and

(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i) > (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (j)

when i ∈ {i1} and j ∈ {i2, i3, ..., it} only. Further, we show that

i < j if i ∈ {i1} and j ∈ {i2, i3, ..., it}

(i < j is of interest to us, see the de�nition of K). This follows from i1 < i2,
i3, ..., it. We show that

i1 < i2, i3, ..., it.

By Theorem 1.6, (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (l) = g (τl) = wt. It follows that

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (l) = w1

and, consequently,

i1 = l.

Consider that l > 1. By Theorem 1.6, the �rst l−1 components of τl−1◦τl−2◦...◦
τ1 ◦ σl are g (τ1) , g (τ2) , ..., g (τl−1) , respectively. As τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1)

and τl = (wt, wt−1, ..., w1) , it follows that

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (ia) = wa /∈ {g (τ1) , g (τ2) , ..., g (τl−1)} ,∀a ∈ 〈t〉 .

Therefore, we have

i1, i2, ..., it ≥ l.

Since i1 = l, we have i1 < i2, i3, ..., it. Now consider that l = 1. It follows that
i1 = 1. Therefore, we also have i1 < i2, i3, ..., it. So, for l ≥ 1, we have i1 < i2,
i3, ..., it. Finally, we have (see the result we must show and de�nition of K
again)

1[[(τl◦τl−1◦...◦τ1◦σl) (i)− (τl◦τl−1◦...◦τ1◦σl) (j)] [Id (i)− Id (j)]< 0]−
−1[[(τl−1◦τl−2◦...◦τ1◦σl)(i)−(τl−1◦τl−2◦...◦τ1◦σl)(j)][Id(i)−Id(j)] <0] =

=

{
1 if i ∈ {i1} , j ∈ {i2, i3, ..., it} (i < j),

0 if i, j ∈ {i2, i3, ..., it} (i < j or i > j).

Case 2. i, j /∈ {i1, i2, ..., it} . This case holds when t ≤ n − 2. Since i,
j /∈ {i1, i2, ..., it} , we have

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i) , (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) /∈ {w1, w2, ..., wt} .

Suppose that (the �rst subcase)

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i) < (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) .

It follows that

(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i) < (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (j)
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because

(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i) = (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i)

and
(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (j) = (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) .

Further, we have

1[[(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i)− (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (j)] [Id (i)− Id (j)] <0]−
−1[[(τl−1◦τl−2◦...◦τ1◦σl) (i)−(τl−1◦τl−2◦...◦τ1◦σl) (j)] [Id (i)−Id (j)] <0]=0

both when i < j and when i > j (i < j is of interest to us, see the de�nition of
K). The subcase when

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i) > (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j)

is similar to the above subcase.

Case 3. i ∈ {i1, i2, ..., it}, j /∈ {i1, i2, ..., it} . (Recall that i1, i2, ..., it ≥ l,
see Case 1 again.) This case holds when t ≤ n− 1.

Subcase 3.1. i ∈ {i1, i2, ..., it}, j ∈ 〈l − 1〉 . This subcase holds when l > 1.
Since i1, i2, ..., it ≥ l, we have i > j, so, this subcase is not of interest to us.

Subcase 3.2. i ∈ {i1, i2, ..., it}, j ∈ 〈n〉 − (〈l − 1〉 ∪ {i1, i2, ..., it}) (〈l − 1〉
vanishes when l = 1). Since (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (ia) = wa, ∀a ∈ 〈t〉 , and
g (τl) = wt, we have

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i) ∈ 〈g (τl)〉

(〈g (τl)〉 = {1, 2, ..., g (τl)}). Further, we show that

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) /∈ 〈g (τl)〉 .

Consider that l > 1. Since j /∈ 〈l − 1〉 and, by Theorem 1.6, the �rst l−1 entries
of τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl are g (τ1) , g (τ2) , ..., g (τl−1) , respectively, we have

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) /∈ {g (τ1) , g (τ2) , ..., g (τl−1)} .

Since j /∈ {i1, i2, ..., it} and (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (ia) = wa, ∀a ∈ 〈t〉 , we
have

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) /∈ {w1, w2, ..., wt} .

As τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1), τl = (wt, wt−1, ..., w1), and g (τl) = wt, we have

〈g (τl)〉 ⊆ {w1, w2, ..., wt} ∪ {g (τ1) , g (τ2) , ..., g (τl−1)} .

Since (see above)

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) /∈
/∈ {w1, w2, ..., wt} ∪ {g (τ1) , g (τ2) , ..., g (τl−1)} ⊇ 〈g (τl)〉 ,
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we have
(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) /∈ 〈g (τl)〉 .

Now consider that l = 1. As τ1 ∈ Cn (wa = a, ∀a ∈ 〈t〉 ; therefore, τ1 =
(t, t− 1, ..., 1)) and j ∈ 〈n〉 − {i1, i2, ..., it} (i1 = 1 when l = 1, see Case 1;
therefore, j 6= 1), we have

σ1 (j) /∈ 〈g (τ1)〉 = 〈t〉

(recall that τl−1 ◦ τl−2 ◦ ... ◦ τ1 vanishes from (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) when
l = 1; recall that σ1 (ia) = wa, ∀a ∈ 〈t〉 ; recall that σ1 (1) = 1). So, for l ≥ 1,
(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) /∈ 〈g (τl)〉 . Further, since (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl)
(i) ∈ 〈g (τl)〉 and (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) /∈ 〈g (τl)〉 , we have

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i) < (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) .

Since (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i) ∈ 〈g (τl)〉 and (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (j) =
(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) /∈ 〈g (τl)〉 , we have

(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i) < (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (j) .

Finally, we have

1[[(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i)− (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (j)] [Id (i)− Id (j)] <0]−
−1[[(τl−1◦τl−2◦...◦τ1◦σl) (i)−(τl−1◦τl−2◦...◦τ1◦σl) (j)] [Id (i)−Id (j)]<0]=0

both when i < j and when i > j.

Case 4. i /∈ {i1, i2, ..., it}, j ∈ {i1, i2, ..., it} . This case holds when t ≤
n− 1.

Subcase 4.1. i ∈ 〈l − 1〉, j ∈ {i1, i2, ..., it} . This subcase holds when l > 1.
Since i1, i2, ..., it ≥ l (see Case 1 again), we have i < j. Suppose that (the �rst
sub-subcase)

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i) < (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) .

As j ∈ {i1, i2, ..., it} , it follows that ∃a ∈ 〈t〉 such that j = ia. Therefore,

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) = (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (ia) = wa.

As τl is a cycle, ∃b ∈ 〈t〉 such that

(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (ib) = wa

(recall that (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (iu) = wu, ∀u ∈ 〈t〉 , and τl = (wt, wt−1, ...,
w1)). Therefore, since (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i) = (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i) ,
we have (using what we supposed in this sub-subcase)

(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i) < (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (ib) = wa.
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Obviously, i < ib. We associate the pair of inequalities

i < j = ia,

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i) < (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j) = wa

with the pair of inequalities

i < ib,

(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i) < (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (ib) = wa.

By this association (trick) we have (see the de�nition of K and result we must
show again)

1[[(τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (i)− (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl) (ib)] [Id (i)− Id (ib)]<0]−
−1[[(τl−1◦τl−2◦...◦τ1◦σl) (i)−(τl−1◦τl−2◦...◦τ1◦σl) (j)] [Id (i)−Id (j)]<0]=0.

The sub-subcase when

(τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (i) > (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl) (j)

is similar to the above sub-subcase.

Subcase 4.2. i ∈ 〈n〉 − (〈l − 1〉 ∪ {i1, i2, ..., it}), j ∈ {i1, i2, ..., it} . Similar
to Subcase 3.2.

From Cases 1−4, we have

K (τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl, Id)−K (τl−1 ◦ τl−2 ◦ ... ◦ τ1 ◦ σl, Id) = bτle − 1

(bτle − 1 is due to Case 1). �

2. OUR MARKOVIAN METHOD

In this section, we present Mallows model and our fast Markovian method
for sampling exactly (not approximately) from Sn, the set of permutations of
order n, according to the Mallows model through Kendall metric. In addition
to sampling, for this special Mallows model, the Markov chain we construct can
do other things � we compute the normalizing constant and, by Uniqueness
Theorem, certain important probabilities.

Recall that R+ = {x | x ∈ R and x > 0} .
Let

πσ =
θd(σ,σ0)

Z
, ∀σ ∈ Sn,

where θ ∈ R+ (0 < θ ≤ 1 or θ > 1), σ0 ∈ Sn (n ≥ 1), d is a metric on Sn, and

Z =
∑
σ∈Sn

θd(σ,σ0).
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The probability distribution π = (πσ)σ∈Sn (on Sn) is called the Mallows model

through metric d (see [7]; see, e.g., also [1, 4, 8]). This is a model � an
exponential model when θ 6= 1 � for ranked data (see the above references).
Here we considered a generalization of the classical Mallows model (through
metric d) � 0 < θ ≤ 1 in the classical case.

In this article, the transpose of a vector x is denoted by x′. Set e = e (n) =
(1, 1, ..., 1) ∈ Rn, ∀n ≥ 1.

Below we give the main result of this article.

Theorem 2.1. Let n ≥ 2. Let π = (πσ)σ∈Sn be the Mallows model through

Kendall metric. Consider a Markov chain with state space Sn and transition

matrix P = P1P2...Pn−1, where Pl, l ∈ 〈n− 1〉 , are stochastic matrices on Sn,

(Pl)τl◦τl−1◦...◦τ1◦σl◦σ0→ξ =

=



πϕ◦τl−1◦τl−2◦...◦τ1◦σl◦σ0∑
ν∈C

n,g(τ1),g(τ2),...,g(τl−1)

πν◦τl−1◦τl−2◦...◦τ1◦σl◦σ0

if ξ = ϕ ◦ τl−1 ◦ τl−2 ◦ ...◦
◦τ1 ◦ σl ◦ σ0 for some

ϕ ∈ Cn,g(τ1),g(τ2),...,g(τl−1),

0

if ξ 6= ϕ ◦ τl−1 ◦ τl−2 ◦ ...◦
◦τ1 ◦ σl ◦ σ0, ∀ϕ ∈
∈ Cn,g(τ1),g(τ2),...,g(τl−1),

∀l ∈ 〈n− 1〉 , ∀τ1 ∈ Cn, ∀τ2 ∈ Cn,g(τ1), ..., ∀τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1), ∀σl ∈ Sn,
σl (v) = v, ∀v ∈ 〈l〉 , ∀ξ ∈ Sn (τl−1 ◦ τl−2 ◦ ... ◦ τ1 and g (τ1) , g (τ2) , ..., g (τl−1)
vanish when l = 1), where σ0 is the parameter from Sn of Mallows model through

Kendall metric. Then

P = e′π

(therefore, the chain attains its stationarity at time 1 and, obviously, π is its

stationary probability distribution (limit probability distribution)).

Proof. Set

Lτ1,τ2,...,τl = {τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl ◦ σ0 | σl ∈ Sn, σl (v) = v,∀v ∈ 〈l〉} ,

∀l ∈ 〈n− 1〉 , ∀τ1 ∈ Cn, ∀τ2 ∈ Cn,g(τ1), ..., ∀τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1). We have⋃
τ1∈Cn

τ2∈Cn,g(τ1)

...
τl∈Cn,g(τ1),g(τ2),...,g(τl−1)

Lτ1,τ2,...,τl = An,l = Sn,∀l ∈ 〈n− 1〉

(see Theorem 1.7). We show that

Lτ1,τ2,...,τl ∩ Lµ1,µ2,...,µl = ∅
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if ∃u ∈ 〈l〉 such that τu 6= µu, where l ∈ 〈n− 1〉 , τ1, µ1 ∈ Cn, τ2 ∈ Cn,g(τ1),
µ2 ∈ Cn,g(µ1), ..., τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1), µl ∈ Cn,g(µ1),g(µ2),...,g(µl−1). For this
we suppose that ∃u ∈ 〈l〉 with τu 6= µu such that

Lτ1,τ2,...,τl ∩ Lµ1,µ2,...,µl 6= ∅.

Let ω ∈ Lτ1,τ2,...,τl ∩ Lµ1,µ2,...,µl . We have

ω = τl ◦ τl−1 ◦ ... ◦ τ1 ◦ σl ◦ σ0 = µl ◦ µl−1 ◦ ... ◦ µ1 ◦ φl ◦ σ0,

where σl, φl ∈ Sn, σl (v) = φl (v) = v, ∀v ∈ 〈l〉 . Proceeding as in the proof of
Theorem 1.7 (σ0 is eliminated, ...), we obtain

τ1 = µ1, τ2 = µ2, ..., τl = µl, σl = φl.

Therefore, we obtained a contradiction.
The above results lead to the fact that

(Lτ1,τ2,...,τl)

τ1∈Cn
τ2∈Cn,g(τ1)

...
τl∈Cn,g(τ1),g(τ2),...,g(τl−1)

is a partition of An,l (An,l = Sn), ∀l ∈ 〈n− 1〉 . Set the partitions (this can now
be done)

∆1 = (Sn) ,

∆l+1 = (Lτ1,τ2,...,τl)

τ1∈Cn
τ2∈Cn,g(τ1)

...
τl∈Cn,g(τ1),g(τ2),...,g(τl−1)

,

∀l ∈ 〈n− 1〉 . Obviously, we have ∆n = ({σ})σ∈Sn .
By hypothesis and Theorem 1.8 we have

(Pl)τl◦τl−1◦...◦τ1◦σl◦σ0→ξ =

=



θK(ϕ◦τl−1◦τl−2◦...◦τ1◦σl◦σ0,σ0)∑
ν∈C

n,g(τ1),g(τ2),...,g(τl−1)

θK(ν◦τl−1◦τl−2◦...◦τ1◦σl◦σ0,σ0)

if ξ=ϕ ◦ τl−1 ◦ τl−2 ◦ ...◦
◦τ1 ◦ σl ◦ σ0 for some
ϕ ∈ Cn,g(τ1),g(τ2),...,g(τl−1),

0

if ξ 6=ϕ ◦ τl−1 ◦ τl−2 ◦ ...◦
◦τ1 ◦ σl ◦ σ0, ∀ϕ ∈
∈ Cn,g(τ1),g(τ2),...,g(τl−1),
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=



θbϕe−1

1+θ+θ2+...+θn−l

if ξ = ϕ ◦ τl−1 ◦ τl−2 ◦ ...◦
◦τ1 ◦ σl ◦ σ0 for some
ϕ ∈ Cn,g(τ1),g(τ2),...,g(τl−1),

0

if ξ 6= ϕ ◦ τl−1 ◦ τl−2 ◦ ...◦
◦τ1 ◦ σl ◦ σ0, ∀ϕ ∈
∈ Cn,g(τ1),g(τ2),...,g(τl−1),

∀l ∈ 〈n− 1〉 , ∀τ1 ∈ Cn, ∀τ2 ∈ Cn,g(τ1), ..., ∀τl ∈ Cn,g(τ1),g(τ2),...,g(τl−1), ∀σl ∈ Sn,
σl (v) = v, ∀v ∈ 〈l〉 , ∀ξ ∈ Sn, where bϕe is the length of (cycle) ϕ. (Recall that

a degenerate cycle has the length 1 and 1 + θ + θ2 + ... + θn−l = 1−θn−l+1

1−θ if
θ 6= 1.) It follows that

Pl ∈ G∆l,∆l+1
, ∀l ∈ 〈n− 1〉 .

Since P = P1P2...Pn−1, by Theorem 1.5, P is a stable matrix. Consequently,
∃ψ, ψ is a probability distribution on Sn, such that

P = e′ψ.

It is easy to see that

πσ (Pl)στ = πτ (Pl)τσ , ∀l ∈ 〈n− 1〉 ,∀σ, τ ∈ Sn
(Sn = An,l, ∀l ∈ 〈n− 1〉). This thing implies

πPl = π,∀l ∈ 〈n− 1〉 ,

and, further,
πP = π.

Finally, we have
π = πP = πe′ψ = ψ,

so,
P = e′π. �

We comment on Theorem 2.1 and its proof.

1. Any 1-step of the chain with transition matrix P = P1P2...Pn−1 is
performed via P1, P2, ..., Pn−1, i.e., doing n− 1 transitions: one using P1, one
using P2, ..., one using Pn−1. This chain: a) attains its stationarity at time
1 � one step due to P or n − 1 steps due to P1, P2, ..., Pn−1; b) belongs to
our collection of hybrid Metropolis-Hastings chains from [10] (this follows from
Lτ1,τ2,...,τl+1

⊂ Lτ1,τ2,...,τl , ∀l ∈ 〈n− 2〉 , ∀τ1 ∈ Cn, ∀τ2 ∈ Cn,g(τ1), ..., ∀τl+1 ∈
Cn,g(τ1),g(τ2),...,g(τl), where n ≥ 3 (hint: use Theorem 1.6), etc.; for our collection,
see also [11�12]); c) is a cyclic Gibbs sampler in a generalized sense because
the state space is, here, Sn, ratios used to de�ne the transition probabilities of
matrices Pl, l ∈ 〈n− 1〉 , are similar to those of (usual) cyclic Gibbs sampler
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with � not leaving the �nite framework � �nite state space (this chain also
belongs to our collection of hybrid Metropolis-Hastings chains from [10], see
[11]), and matrices P1, P2, ..., Pn−1 are used cyclically. (For �nite Markov
chain theory, see, e.g., [5], and for the Gibbs sampler, see, e.g., [6].)

2. To de�ne transition probabilities of Pl, l is �xed (l ∈ 〈n− 1〉), we used
states from An,l. So, using Pl, the chain passes from a state, say, γ of An,l to
a state, say, δ of An,l also. For the next matrix, Pl+1, when l + 1 ≤ n − 1, we
need states from An,l+1, so, when we run the chain, we must rewrite δ using
the generators of An,l+1.

3. There exists a case, a happy case, for which rewriting the states from
Comment 2 is not, practically speaking (see below), necessary, namely, when
σl =Id. So, to avoid rewriting the states, we consider the chain with initial
state σ0 (warning! σ0 is here and σl is in the previous sentence). In this
case, (p0)σ0

= 1, p0 is the initial probability distribution of chain. Obviously,
p0P = π because P = e′π. (Moreover,

p0P
m = π, ∀m ≥ 1,∀p0, p0 = initial probability distribution.)

From

σ0 = (1) ◦ Id ◦ σ0 ∈ An,1

(σ1 =Id), the chain passes in one of the states � the rule is very simple �

σ0 = (1) ◦ σ0 = (1) ◦ Id ◦ σ0 ∈ An,1,
(2, 1) ◦ σ0 = (2, 1) ◦ Id ◦ σ0 ∈ An,1,

...

(n, n− 1, ..., 1) ◦ σ0 = (n, n− 1, ..., 1) ◦ Id ◦ σ0 ∈ An,1.

Suppose that it passed in the state (3, 2, 1) ◦ σ0. From

(3, 2, 1) ◦ σ0 = (1) ◦ (3, 2, 1) ◦ Id ◦ σ0 ∈ An,2

(σ2 =Id), the chain passes in one of the states

(3, 2, 1) ◦ σ0 = (1) ◦ (3, 2, 1) ◦ σ0 = (1) ◦ (3, 2, 1) ◦ Id ◦ σ0 ∈ An,2,
(2, 1) ◦ (3, 2, 1) ◦ σ0 = (2, 1) ◦ (3, 2, 1) ◦ Id ◦ σ0 ∈ An,2,

(4, 2, 1) ◦ (3, 2, 1) ◦ σ0 = (4, 2, 1) ◦ (3, 2, 1) ◦ Id ◦ σ0 ∈ An,2,
...

(n, n− 1, ..., 4, 2, 1)◦(3, 2, 1)◦σ0 =(n, n− 1, ..., 4, 2, 1) ◦ (3, 2, 1) ◦ Id ◦ σ0 ∈ An,2.

Suppose that it passed in the state (5, 4, 2, 1) ◦ (3, 2, 1) ◦ σ0, etc. For these
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transitions of the chain, we use the probability distributions(
1

1 + θ + θ2 + ...+ θn−1
,

θ

1 + θ + θ2 + ...+ θn−1
,

θ2

1 + θ + θ2 + ...+ θn−1
, ...,

θn−1

1 + θ + θ2 + ...+ θn−1

)
(for P1), (

1

1 + θ + θ2 + ...+ θn−2
,

θ

1 + θ + θ2 + ...+ θn−2
,

θ2

1 + θ + θ2 + ...+ θn−2
, ...,

θn−2

1 + θ + θ2 + ...+ θn−2

)
(for P2), ..., (

1

1 + θ
,

θ

1 + θ

)
(for Pn−1). These probability distributions have something in common with the
geometric distribution. (For the geometric distribution, see, e.g., [2, pp. 498�
500].)

4. By P = e′π we can compute the normalizing constant Z. Indeed, since
Sn ⊃ L(1) ⊃ L(1),(2) ⊃ ... ⊃ L(1),(2),...,(n−1) = {σ0} (recall that, by Theorem
1.6, Lτ1,τ2,...,τl+1

⊂ Lτ1,τ2,...,τl , ∀l ∈ 〈n− 2〉 , ∀τ1 ∈ Cn, ∀τ2 ∈ Cn,g(τ1), ..., ∀τl+1 ∈
Cn,g(τ1),g(τ2),...,g(τl), where n ≥ 3), Pl is a block diagonal matrix (eventually by
permutation of rows and columns), ∀l ∈ 〈n− 1〉 − {1} , and Pl ∈ G∆l,∆l+1

,
∀l ∈ 〈n− 1〉 (moreover, Pl is a ∆l-stable matrix on ∆l+1, ∀l ∈ 〈n− 1〉), we
have (using P = e′π)

πσ0 =
1

1 + θ + θ2 + ...+ θn−1
· 1

1 + θ + θ2 + ...+ θn−2
· ... · 1

1 + θ
.

On the other hand,

πσ0 =
θ0

Z
=

1

Z
.

So,

Z = (1 + θ)
(
1 + θ + θ2

)
...
(
1 + θ + θ2 + ...+ θn−1

)
.

If θ 6= 1, we have

Z =
1− θ2

1− θ
1− θ3

1− θ
...

1− θn

1− θ
.

This result is known, see, e.g., [3] (there, σ0 =Id and θ ≥ 1 (using our no-
tation)), but our computation method is new, probabilistic (Markovian), and
interesting.
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5. Using Uniqueness Theorem from [11] (the presentation of this result is
too long, so, we omit to give it here), we can compute certain important proba-
bilities of the Mallows model through Kendall metric. Indeed, by Uniqueness
Theorem we have

P (Lτ1) =
∑
σ∈Lτ1

πσ =
θ
bτ1e−1

1 + θ + θ2 + ...+ θn−1
, ∀τ1 ∈ Cn

(bτ1e is the length of τ1). Note that

Lτ1 =
{
σ
∣∣ σ ∈ Sn, σ

(
σ−1

0 (1)
)

= g (τ1)
}
, ∀τ1 ∈ Cn

(Lτ1 is the set of permutations from Sn, each permutation having the component
i equal to g (τ1) , where i = σ−1

0 (1) (therefore, σ0 (i) = 1)). In particular, if
σ0 =Id, we have

Lτ1 = {σ | σ ∈ Sn, σ (1) = g (τ1)} , ∀τ1 ∈ Cn
(Lτ1 is, here, the set of permutations from Sn, each permutation having the
component 1 equal to g (τ1)). Further, by Uniqueness Theorem we have

P (Lτ1,τ2)

P (Lτ1)
=

∑
σ∈Lτ1,τ2

πσ∑
σ∈Lτ1

πσ
=

θ
bτ2e−1

1 + θ + θ2 + ...+ θn−2
,

∀τ1 ∈ Cn,∀τ2 ∈ Cn,g(τ1), so,

P (Lτ1,τ2) =



1
(1+θ+θ2+...+θn−1)(1+θ+θ2+...+θn−2)

if τ1 = (1) , τ2 = (2) ,

θ
bτ2e−1

(1+θ+θ2+...+θn−1)(1+θ+θ2+...+θn−2)
if τ1 = (1) , τ2 6= (2) ,

θ
bτ1e−1

(1+θ+θ2+...+θn−1)(1+θ+θ2+...+θn−2)
if τ1 6= (1) , τ2 = (1) ,

θ
bτ1e+bτ2e−2

(1+θ+θ2+...+θn−1)(1+θ+θ2+...+θn−2)
if τ1 6= (1) , τ2 6= (1) .

Note that

Lτ1,τ2 =
{
σ
∣∣ σ ∈ Sn, σ

(
σ−1

0 (1)
)

= g (τ1) , σ
(
σ−1

0 (2)
)

= g (τ2)
}
,

∀τ1 ∈ Cn, ∀τ2 ∈ Cn,g(τ1). In particular, if σ0 =Id, we have

Lτ1,τ2 = {σ | σ ∈ Sn, σ (1) = g (τ1) , σ (2) = g (τ2)} ,
∀τ1 ∈ Cn, ∀τ2 ∈ Cn,g(τ1). To compute P (Lτ1,τ2,τ3) , etc., we use (see Uniqueness
Theorem)

P (Lτ1,τ2,...,τu)

P
(
Lτ1,τ2,...,τu−1

) =

∑
σ∈Lτ1,τ2,...,τu

πσ∑
σ∈Lτ1,τ2,...,τu−1

πσ
=

θ
bτue−1

1 + θ + θ2 + ...+ θn−u
,
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∀τ1 ∈ Cn, ∀τ2 ∈ Cn,g(τ1), ..., ∀τu ∈ Cn,g(τ1),g(τ2),...,g(τu−1) (3 ≤ u ≤ n− 1).

6. σ0 =Id is the best case of our sampling method. To illustrate this fact,
we consider σ0 = (12345) . Consider that the initial state of chain is σ0. From
(12345) , since

C5 = {(1) , (2, 1) , (3, 2, 1) , (4, 3, 2, 1) , (5, 4, 3, 2, 1)} ,

the chain passes in one of the states

σ0 = (12345) , (21345) , (31245) , (41235) , (51234)

(see Comment 3 or, direct, Theorem 2.1; see also Theorem 1.6), the transition
probabilities being

1

1 + θ + θ2 + θ3 + θ4
,

θ

1 + θ + θ2 + θ3 + θ4
,

θ2

1 + θ + θ2 + θ3 + θ4
,

θ3

1 + θ + θ2 + θ3 + θ4
,

θ4

1 + θ + θ2 + θ3 + θ4
,

respectively (see Theorem 2.1). This sequence of probabilities is decreasing
when 0 < θ ≤ 1 (recall that 0 < θ ≤ 1 is the classical case) and increasing
when θ > 1. Note that (21345) is obtained from (12345) modifying the �rst
two components of (12345), (31245) is obtained from (12345) modifying the
�rst three components of (12345), etc. Suppose that the chain passed in the
state (31245) . (31245) = (3, 2, 1) ◦ (12345) , so, τ1 = (3, 2, 1) and g (τ1) = 3. In
this case, to pass in the next state, we use

τ2 ∈ C5,3 = {(1) , (2, 1) , (4, 2, 1) , (5, 4, 2, 1)} .

g (τ2) ∈ {1, 2, 4, 5} � the elements from this set are placed after 3 in (31245)
(this fact is important for the implementation of our method in the special case
σ0 =Id). From (31245) , the chain passes in one of the states

(31245) , (32145) , (34125) , (35124) ,

the transition probabilities being

1

1 + θ + θ2 + θ3
,

θ

1 + θ + θ2 + θ3
,

θ2

1 + θ + θ2 + θ3
,

θ3

1 + θ + θ2 + θ3
,

respectively. This sequence of probabilities is also decreasing when 0 < θ ≤
1 and increasing when θ > 1. Note that (32145) is obtained from (31245)
modifying the �rst two components after 3 of (31245) , (34125) is obtained from
(31245) modifying the �rst three components after 3 of (31245) , etc. Suppose
that the chain passed in the state (34125) . (34125) = (4, 2, 1) ◦ (31245), so,
τ2 = (4, 2, 1) and g (τ2) = 4. In this case, to pass in the next state, we use

τ3 ∈ C5,3,4 = {(1) , (2, 1) , (5, 2, 1)} .
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g (τ3) ∈ {1, 2, 5} � the elements from this set are placed after 3 and 4 in
(34125) . Etc. Now, we consider the general case σ0 ∈ Sn. Since (Sn, ◦) is a
group and K is right-invariant, we have

K (σ, Id) = K (σ ◦ σ0, σ0) , ∀σ ∈ Sn,

so, ∑
σ∈Sn

θK(σ,Id) =
∑
σ∈Sn

θK(σ◦σ0,σ0)

(the terms of this equation are normalizing constants) and

θK(σ,Id)∑
σ∈Sn

θK(σ,Id)
=

θK(σ◦σ0,σ0)∑
σ∈Sn

θK(σ◦σ0,σ0)

(the terms of this equation are probabilities), ∀σ ∈ Sn. It follows that the
general case σ0 ∈ Sn can easily be obtained from the simple case σ0 =Id using
the bijective transformation σ 7−→ σ ◦σ0 � if, using the simple case σ0 =Id, we
generate a permutation, say, χ, then χ ◦ σ0 is the result of generation for the
general case σ0 ∈ Sn. So, for any σ0 ∈ Sn, our exact sampling method is simple
and fast � faster when σ0 =Id than when σ0 6=Id, faster when 0 < θ ≤ 1 than
when θ > 1.

In [3], it is presented a method for sampling from Sn according to the
Mallows model through Kendall metric when σ0 =Id and θ ≥ 1 (using our
notation).

Finally, we give an example to illustrate Theorem 2.1, its proof, and the
above comments, excepting Comment 6 (this contains an example for itself).

Example 2.2. Consider the Mallows model through Kendall metric on S3

with σ0 = (312) . By Theorem 2.1 (and its proof) we have

(123) (321) (132) (231) (213) (312)

P1 =

(123)

(321)

(132)

(231)

(213)

(312)



θ
1+θ+θ2 0 θ2

1+θ+θ2 0 1
1+θ+θ2 0

0 θ
1+θ+θ2 0 θ2

1+θ+θ2 0 1
1+θ+θ2

θ
1+θ+θ2 0 θ2

1+θ+θ2 0 1
1+θ+θ2 0

0 θ
1+θ+θ2 0 θ2

1+θ+θ2 0 1
1+θ+θ2

θ
1+θ+θ2 0 θ2

1+θ+θ2 0 1
1+θ+θ2 0

0 θ
1+θ+θ2 0 θ2

1+θ+θ2 0 1
1+θ+θ2
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and
(123) (321) (132) (231) (213) (312)

P2 =

(123)

(321)

(132)

(231)

(213)

(312)



θ
1+θ

1
1+θ

θ
1+θ

1
1+θ

θ
1+θ

1
1+θ

θ
1+θ

1
1+θ

θ
1+θ

1
1+θ

θ
1+θ

1
1+θ


because, for P1,

(123) = (2, 1) ◦ (2, 3) ◦ (312) ∈ A3,1,

(321) = (2, 1) ◦ Id ◦ (312) ∈ A3,1,

(132) = (3, 2, 1) ◦ (2, 3) ◦ (312) ∈ A3,1,

(231) = (3, 2, 1) ◦ Id ◦ (312) ∈ A3,1,

(213) = (1) ◦ (2, 3) ◦ (312) ∈ A3,1,

(312) = (1) ◦ Id ◦ (312) ∈ A3,1

and, for P2,

(123) = (3, 1) ◦ (2, 1) ◦ Id ◦ (312) ∈ A3,2,

(321) = (1) ◦ (2, 1) ◦ Id ◦ (312) ∈ A3,2,

(132) = (2, 1) ◦ (3, 2, 1) ◦ Id ◦ (312) ∈ A3,2,

(231) = (1) ◦ (3, 2, 1) ◦ Id ◦ (312) ∈ A3,2,

(213) = (3, 2) ◦ (1) ◦ Id ◦ (312) ∈ A3,2,

(312) = (2) ◦ (1) ◦ Id ◦ (312) ∈ A3,2.

Further, we have

L(1) = {(213) , (312)} , L(2,1) = {(123) , (321)} , L(3,2,1) = {(132) , (231)}

(the permutations from L(1), L(2,1), L(3,2,1) have the component 2 equal to 1,
2, 3, respectively),

L(1),(2) = {(312)} , L(1),(3,2) = {(213)} ,
L(2,1),(1) = {(321)} , L(2,1),(3,1) = {(123)} ,
L(3,2,1),(1) = {(231)} , L(3,2,1),(2,1) = {(132)} ,

∆1 = (S3) ,

∆2 =
(
L(1), L(2,1), L(3,2,1)

)
,
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∆3 =
(
L(1),(2), L(1),(3,2), L(2,1),(1), L(2,1),(3,1), L(3,2,1),(1), L(3,2,1),(2,1)

)
.

Obviously, ∆3 = ({σ})σ∈S3
and, moreover, ∆3 � ∆2 � ∆1, ∆3 6= ∆2 6= ∆1. It is

easy to see that P1 ∈ G∆1,∆2 , P2 ∈ G∆2,∆3 , and πσ (Pl)στ = πτ (Pl)τσ , ∀l ∈ 〈2〉 ,
∀σ, τ ∈ S3. By Theorem 2.1 or direct computation, P = e′π. Since πσ0 = 1

Z , it
is easy to see, using P = e′π, that Z = (1 + θ)

(
1 + θ + θ2

)
. Obviously, P2 is a

block diagonal matrix and ∆2-stable matrix on ∆2.Moreover, P2 is a ∆2-stable
matrix, see De�nition 1.4. P1 is a stable matrix both on ∆1 and on ∆2. By
Uniqueness Theorem from [11] or direct computation we have

P
(
L(1)

)
=

1

1 + θ + θ2
, P

(
L(2,1)

)
=

θ

1 + θ + θ2
, P

(
L(3,2,1)

)
=

θ2

1 + θ + θ2
,

P
(
L(1),(2)

)
=

1

(1 + θ + θ2) (1 + θ)
, P

(
L(1),(3,2)

)
=

θ

(1 + θ + θ2) (1 + θ)
,

P
(
L(2,1),(1)

)
=

θ

(1 + θ + θ2) (1 + θ)
, P

(
L(2,1),(3,1)

)
=

θ2

(1 + θ + θ2) (1 + θ)
,

P
(
L(3,2,1),(1)

)
=

θ2

(1 + θ + θ2) (1 + θ)
, P

(
L(3,2,1),(2,1)

)
=

θ3

(1 + θ + θ2) (1 + θ)
.

Obviously, our exact sampling Markovian method has, here, 2 steps (due to P1

and P2).

�We conclude saying that we believe that the homogeneous Markov chain
framework is too narrow to design fast algorithms of Metropolis-Hastings type.
Moreover, we believe that our hybrid Metropolis-Hastings chain works better
than the Metropolis-Hastings chain, at least on Sn, the set of permutations of
order n, and on {0, 1, ..., h}n .� We said this in [10, p. 227]. We say this again
because, being guided by [9, 10] and, especially, [11], the achievements from [12]
and this article of our hybrid Metropolis-Hastings chain are impressive: fast
exact samplings, computing the normalizing constants (exactly), computing
certain important probabilities. The Metropolis-Hastings chain cannot do these
things � we think so.
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