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Hirota's bilinear method can be quite useful in the solution of nonlinear di�er-
ential and di�erence equations. In this paper, we show how this method can
lead to a novel proof that the ε�algorithm of Wynn implements the Shanks'
sequence transformation and, reciprocally, that the quantities it computes are
expressed as ratios of Hankel determinants as given by Shanks. New identities
between Hankel determinants and the quantities involved in Hirota's method are
obtained, and they form the basis of our proof. Then, the same bunch of results
is showed to hold also for the con�uent form of the ε�algorithm. This treatment
could also be useful for other sequence transformations and the corresponding
recursive algorithms.
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1. THE SCENERY

Let (Sn) be a sequence of numbers converging to S. If its convergence is
slow, it can be transformed, by a sequence transformation, into a set of new

sequences {(T (n)
k )} depending on two indexes n and k, and converging, under

certain assumptions, faster to the same limit, that

∀k, lim
n→∞

T
(n)
k − S
Sn − S

= 0 or ∀n, lim
k→∞

T
(n)
k − S
Sn − S

= 0 or both.

A well-known example of such a transformation is the Richardson's extrapo-
lation process, which gives rise to the Romberg's method for accelerating the
convergence of the trapezoidal rule for approximating a de�nite integral.

Similarly, let f be a function such that limt→∞ f(t) = S. If f tends slowly
to S, it can be transformed, by a function transformation, into a set of new
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functions {Tk} which, under some assumptions, converge to S faster than f ,
that is

∀k, lim
t→∞

Tk(t)− S
f(t)− S

= 0 or ∀t, lim
k→∞

Tk(t)− S
f(t)− S

= 0 or both.

In most of the sequence (and function) transformations, the terms of the
new sequences (and the new functions) can be expressed as ratios of determi-
nants, and there exists, in each particular case, a (usually nonlinear) recursive
algorithm for avoiding the computation of these determinants and implement-
ing the transformation under consideration [16,31,33,34].

Hirota's bilinear method [22] was conceived for resolving integrable non-
linear partial di�erential or di�erence evolution equations that have soliton
solutions. The aim of this paper is to apply this method to a well known se-
quence transformation for accelerating the convergence of some sequences due
to Shanks [30] which can be implemented via the ε�algorithm of Wynn [35].
Hirota's method was already applied to a multistep generalization of the ε�
algorithm [14]. However, since the derivation of this algorithm and the cor-
responding transformation were quite tedious, the interest of Hirota's method
was hidden by the technical di�culties of the proofs. Thus, it seemed to us
that it could be interesting to show its interest in a simpler case.

The Shanks' transformation and the ε�algorithm are presented in Sec-
tion 2. Relations between Hankel determinants are given in Section 3. Hirota's
bilinear method is explained in Section 4. These two Sections contain new
identities. In Section 5, we �rst show how Hirota's bilinear method leads to a
proof that the ε�algorithm of Wynn implements the Shanks' sequence trans-
formation, and, vice versa, that the quantities computed by this algorithm are
expressed by the ratios of Hankel determinants de�ning the Shanks' transfor-
mation. Then, in Section 6, we point out that the same bunch of results also
holds for the con�uent form of the ε�algorithm [36]. A conclusion with trails
for new research ends the paper.

2. THE SHANKS' TRANSFORMATION
AND THE ε�ALGORITHM

A well-known sequence transformation is due to Shanks [30]. It consists
in transforming (Sn) into a set of sequences {(ek(Sn))} where

(1) ek(Sn) =
Hk+1(Sn)

Hk(∆2Sn)
, k, n = 0, 1, . . . ,

where ∆ is the usual forward di�erence operator whose powers are de�ned by

∆i+1Sn = ∆iSn+1 −∆iSn,
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with ∆0Sn = Sn, and where Hk(un) denotes the following Hankel determinant

(2) Hk(un) =

∣∣∣∣∣∣∣∣∣
un un+1 · · · un+k−1
un+1 un+2 · · · un+k
...

...
...

un+k−1 un+k · · · un+2k−2

∣∣∣∣∣∣∣∣∣ ,
with H0(un) = 1.

Obviously, replacing each row by its di�erence with the previous one, and
repeating this operation several times, and performing it also on the columns,
we also have

(3) Hk(un) =

∣∣∣∣∣∣∣∣∣
un · · · un+k−1

∆un · · · ∆un+k−1
...

...
∆k−1un · · · ∆k−1un+k−1

∣∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣∣
un · · · ∆k−1un

∆un · · · ∆kun
...

...
∆k−1un · · · ∆2k−2un

∣∣∣∣∣∣∣∣∣ .
The ε�algorithm is a recursive algorithm due to Wynn [35] for implement-

ing the Shanks' transformation without computing the Hankel determinants
appearing in (1). Its rule is

(4) ε
(n)
k+1 = ε

(n+1)
k−1 +

1

ε
(n+1)
k − ε(n)k

, k, n = 0, 1, . . .

with ε
(n)
−1 = 0 and ε

(n)
0 = Sn, n = 0, 1, . . ., and it holds, for all k and n,

(5) ε
(n)
2k = ek(Sn) and ε

(n)
2k+1 =

1

ek(∆Sn)
.

Thus, the ε
(n)
2k+1's are intermediated results, and we have

(6) ε
(n)
2k =

Hk+1(Sn)

Hk(∆2Sn)
and ε

(n)
2k+1 =

Hk(∆3Sn)

Hk+1(∆Sn)
.

The proof of these relations was obtained byWynn by using the Sylvester's
determinantal identity (see Section 3) and the Schweins' one, which can both be
found, for example, in [1] (see [12, pp. 142�143] for their proofs). The di�culty
lays in the nonlinearity of the algorithm. Of course, Wynn's great merit was to
discover the rules of the ε�algorithm.

There are three approaches for linking a sequence transformation and a
(usually nonlinear) recursive algorithm for its implementation. By increasing
order of complexity, they are:

1. Veri�cation. The transformation and the algorithm are both known, and
one has to verify that they lead to identical sequences. This is what we
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will do in this paper, but by a new and di�erent path from that followed
by Wynn for deriving his ε�algorithm.

2. Derivation. Only the transformation is known, and one has to derive the
algorithm for its implementation. This was the way followed by Wynn to
obtain his ε�algorithm. It was a fruitful idea since it opened the route for
obtaining other algorithms (see [18]). This is the case of the E�algorithm
which is the most general convergence acceleration algorithm known so
far [10]. The topological ε�algorithms were also derived similarly [7, 17].

3. Formulation. Only the algorithm is known, and one has to guess a for-

mula (for example, a ratio of determinants) for the transformation it
implements, and to prove it. This was the situation for the second gen-
eralization of the ε�algorithm proposed in [6], whose form was obtained
by Salam [27,28]. The θ�algorithm is also such a recursive algorithm [4],
but the formula for the corresponding transformation is still unknown.

For some years now, there has been a great concern for convergence accel-
eration algorithms among the community of mathematical physicists working
on integrable systems, KdV and other equations, soliton theory, Toda lattices,
etc. [13, 23�26]. They are interested by the fact that convergence acceleration
algorithms are nonlinear di�erence equations in two variables whose solutions
are explicitly known. An important procedure for obtaining a closed�form so-
lution of soliton equations is Hirota's bilinear method [22] which consists in
writing the solution as a ratio, and then working with its numerator and its
denominator. In this paper, inspired by the approach followed in [19], we will
show how to link the Shanks' transformation and the ε�algorithm by means of
Hirota's method. Let us begin by some relations between Hankel determinants
that will be needed for that purpose, and some others which could intervene in
other transformations and in Pad�e approximation.

3. RELATIONS BETWEEN HANKEL DETERMINANTS

In this section, recurrence relations between Hankel determinants will be
given (see [14] for some of them and their generalization).

Let A be a square matrix, α, β, γ and δ numbers, a, b, c and d vectors of
the same dimension as A. Let M be the matrix

M =

 α aT β
b A c
γ dT δ

 .
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The Sylvester's determinantal identity is

(7)
|M | · |A| =

∣∣∣∣ α aT

b A

∣∣∣∣ · ∣∣∣∣ A c
dT δ

∣∣∣∣− ∣∣∣∣ aT β
A c

∣∣∣∣ · ∣∣∣∣ b A
γ dT

∣∣∣∣
= D1 ·D2 −D3 ·D4.

Applying the Sylvester's identity to the Hankel determinant Hk+1(un)
de�ned by (2) leads to the well-known recurrence relation for these determinants

(8) Hk+1(un)Hk−1(un+2) = Hk(un)Hk(un+2)− [Hk(un+1)]
2.

Shanks himself used this relation with un = Sn and un = ∆2Sn for computing
recursively the numerators and the denominators of his transformation (found
in 1949 [29], but only published in 1955 [30]).

For un = ∆iSn for i = 0, . . . , 3, the identity (8) leads to the following
known relations which are useful, for example, for simplifying the proofs of the
results about the ε�algorithm when applied to totally monotonic and totally
oscillating sequences [5, 8]. We have

ε
(n)
2k = ε

(n)
2k−2 − [Hk(∆Sn)]2/[Hk(∆2Sn)Hk−1(∆

2Sn)]

ε
(n)
2k−1 = ε

(n)
2k+1 − [Hk(∆2Sn)]2/[Hk(∆Sn)Hk+1(∆Sn)]

1/ε
(n)
2k+1 = 1/ε

(n)
2k−1 − [Hk(∆2Sn)]2/[Hk(∆3Sn)Hk+1(∆

3Sn)].

We now consider the determinant

(9) |M1| =

∣∣∣∣∣∣∣∣∣∣∣

1 1 · · · 1 1
∆Sn ∆Sn+1 · · · ∆Sn+k ∆Sn+k+1
...

...
...

...
∆kSn ∆kSn+1 · · · ∆kSn+k ∆kSn+k+1

Sn Sn+1 · · · Sn+k Sn+k+1

∣∣∣∣∣∣∣∣∣∣∣
where M1 is a (k + 2)× (k + 2) matrix. Replacing each column, from the last
one, by its di�erence with the previous one, we obtain a determinant whose �rst
row only contains 0 except in the �rst column where the �rst element is equal
to 1. Expanding this determinant with respect to its �rst row, and putting its
last row as the �rst one, we see that |M1| = (−1)kHk+1(∆Sn). Let us now
apply the Sylvester's identity to the matrixM1. By using the notation given in
(7), we see that |A|, that is the determinant of the matrix obtained fromM1 by
suppressing the �rst and last rows and columns, is equal to Hk(∆Sn+1), that
D2 = (−1)kHk+1(Sn+1), and D4 = (−1)kHk+1(Sn). By performing similar
manipulations directly on |M1|, we see also that D1 = Hk(∆2Sn), and D3 =
Hk(∆2Sn+1). We �nally obtain
(10)
Hk+1(∆Sn)Hk(∆Sn+1) = Hk(∆2Sn)Hk+1(Sn+1)−Hk(∆2Sn+1)Hk+1(Sn).
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Directly from (10), by replacing the Sn's by ∆Sn (that is by increasing
by 1 all the powers of the operator ∆), we �nd
(11)
Hk+1(∆

2Sn)Hk(∆2Sn+1) = Hk(∆3Sn)Hk+1(∆Sn+1)−Hk(∆3Sn+1)Hk+1(∆Sn).

We now apply the Sylvester's determinantal identity to Hk+1(Sn)
= (−1)kD4. We directly get

(12) Hk+1(Sn)Hk−1(∆Sn+1) = Hk(Sn)Hk(∆Sn+1)−Hk(Sn+1)Hk(∆Sn).

By replacing, as above, the Sn's in (12) by ∆Sn, we obtain
(13)
Hk+1(∆Sn)Hk−1(∆

2Sn+1) = Hk(∆Sn)Hk(∆2Sn+1)−Hk(∆Sn+1)Hk(∆2Sn).

We consider now the following determinant of the (k+1)× (k+1) matrix
M2

|M2| =

∣∣∣∣∣∣∣∣∣∣∣

1 1 · · · 1 1
∆Sn ∆Sn+1 · · · ∆Sn+k−1 ∆Sn+k
...

...
...

...
∆Sn+k−2 ∆Sn+k−1 · · · ∆Sn+2k−3 ∆Sn+2k−2
∆Sn+k−1 ∆Sn+k · · · ∆Sn+2k−2 ∆Sn+2k−1

∣∣∣∣∣∣∣∣∣∣∣
.

Replacing each column, from the last one, by its di�erence with the previ-
ous one, we obtain again a determinant whose �rst row only contains 0 except
in the �rst column where the �rst element is equal to 1. Expanding this deter-
minant with respect to its �rst row, we have |M2| = Hk(∆2Sn).

Applying now the Sylvester's identity to the matrix M2 we see that |A| =
Hk−1(∆Sn+1), D2 = Hk(∆Sn+1), D4 = Hk(∆Sn), and that D1 and D3 have
the same form as |M2|, without the last row and column for D1, and without
the last row and the �rst column for D3. Thus D1 = Hk−1(∆

2Sn) and D3 =
Hk(∆2Sn+1), and we �nally obtain the relation
(14)
Hk(∆2Sn)Hk−1(∆Sn+1) = Hk−1(∆

2Sn)Hk(∆Sn+1)−Hk−1(∆
2Sn+1)Hk(∆Sn).

Replacing the Sn's by ∆Sn, we also have
(15)
Hk(∆3Sn)Hk−1(∆

2Sn+1)=Hk−1(∆
3Sn)Hk(∆2Sn+1)−Hk−1(∆

3Sn+1)Hk(∆2Sn).

All the relations given above are, of course, valid independently of the
dimension of the Hankel determinants.

Let us now derive a relation for the product of Hankel determinants of
the same dimension. We multiply (14) by Hk(Sn+1), we multiply (12) by
Hk−1(∆

2Sn+1), and we subtract. It gives

Hk−1(∆Sn+1)[Hk(∆2Sn)Hk(Sn+1)−Hk+1(Sn)Hk−1(∆
2Sn+1)]
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= Hk(∆Sn+1)[Hk(Sn+1)Hk−1(∆
2Sn)−Hk−1(∆

2Sn+1)Hk(Sn)].

Using (10), but with the dimension of the Hankel determinants decreased
by 1, we see that the bracket in the right hand side is equal to Hk(∆Sn)Hk−1
(∆Sn+1), and, after simplifying both sides by Hk−1(∆Sn+1), we obtain

(16) Hk(∆Sn+1)Hk(∆Sn) = Hk(∆2Sn)Hk(Sn+1)−Hk+1(Sn)Hk−1(∆
2Sn+1).

Of course, the following relation also holds
(17)
Hk(∆2Sn+1)Hk(∆2Sn) = Hk(∆3Sn)Hk(∆Sn+1)−Hk+1(∆Sn)Hk−1(∆

3Sn+1).

For �nding the identities given in this section, the di�culty laid in iden-
tifying the determinant to which the Sylvester's determinantal identity had to
be applied.

4. THE HIROTA'S BILINEAR METHOD

Hirota's bilinear method [22] is a technique which could be much useful
for solving certain nonlinear partial di�erential and di�erence equations. It
consists in expressing the unknown as a ratio and, then, treating separately the
numerator and the denominator.

We will now apply this method to the ε�algorithm, and set

(18) ε
(n)
k =

Gn
k

Fn
k

.

Thus, from (6), we have

(19) Gn
2k = Hk+1(Sn), Fn

2k = Hk(∆2Sn), Gn
2k+1 = Hk(∆3Sn),

Fn
2k+1 = Hk+1(∆Sn).

These expressions are proved in Sections 5.1 and 5.2. For that purpose, we
follow a procedure based on Hirota's bilinear method which is similar to that
used in the case of the multistep ε�algorithm [14]. The same method was also
adopted in [19] for deriving a determinantal expression for a new convergence
acceleration algorithm derived from the lattice Boussinesq equation. The only
di�erences between [19] and what is presented below is that these authors
employed the Jacobi's determinantal identity, while we consider the Sylvester's
one (which is in fact the same after a permutation of rows and columns), and
we do not use the Schweins' identity (since the ε�algorithm is simpler than the
algorithm considered in [19]).

Plugging the expressions (19) into the relations (10) to (17) leads respec-
tively to

Fn
2k+1F

n+1
2k−1 = Fn

2kG
n+1
2k − Fn+1

2k Gn
2k,(20)
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Fn
2k+2F

n+1
2k = Gn

2k+1F
n+1
2k+1 −G

n+1
2k+1F

n
2k+1,(21)

Gn
2kF

n+1
2k−3 = Gn

2k−2F
n+1
2k−1 −G

n+1
2k−2F

n
2k−1,(22)

Fn
2k+1F

n+1
2k−2 = Fn

2k−1F
n+1
2k − Fn+1

2k−1F
n
2k,(23)

Fn
2kF

n+1
2k−3 = Fn

2k−2F
n+1
2k−1 − F

n+1
2k−2F

n
2k−1,(24)

Gn
2k+1F

n+1
2k−2 = Gn

2k−1F
n+1
2k −Gn+1

2k−1F
n
2k,(25)

Fn+1
2k−1F

n
2k−1 = Fn

2kG
n+1
2k−2 −G

n
2kF

n+1
2k−2,(26)

Fn+1
2k Fn

2k = Gn
2k+1F

n+1
2k−1 − F

n
2k+1G

n+1
2k−1.(27)

All these relations can be coupled by pair, and each of them can be re-
covered by replacing k by 2k and by 2k + 1 (or by 2k − 1) in the following
identities. Thus, the relations (20) and (21) can be gathered in

(28) Fn
k+2F

n+1
k = (−1)k[Gn

k+1F
n+1
k+1 −G

n+1
k+1F

n
k+1].

Similarly, (22) and (25) cluster into

(29) Gn
kF

n+1
k−3 = Gn

k−2F
n+1
k−1 −G

n+1
k−2F

n
k−1,

and, from (23) and (24), we have

(30) Fn
k F

n+1
k−3 = Fn

k−2F
n+1
k−1 − F

n+1
k−2 F

n
k−1,

and, �nally, (26) and (27) can be coupled into

(31) Fn+1
k Fn

k = (−1)k[Gn
k+1F

n+1
k−1 − F

n
k+1G

n+1
k−1 ].

Let us give some additional identities which can easily be obtained. Using
the relation (8) with un = ∆iSn for i = 0 and 2, and the expressions (19), gives

Gn
2kG

n+2
2k−4 = Gn

2k−2G
n+2
2k−2 − [Gn+1

2k−2]
2

Fn
2kF

n+2
2k−4 = Fn

2k−2F
n+2
2k−2 − [Fn+1

2k−2]
2.

Similarly, when un = ∆iSn for i = 1 and 3, (8) leads to

Gn
2k+1G

n+2
2k−3 = Gn

2k−1G
n+2
2k−1 − [Gn+1

2k−1]
2

Fn
2k+1F

n+2
2k−3 = Fn

2k−1F
n+2
2k−1 − [Fn+1

2k−1]
2.

These four identities can be gathered into two, valid for k even or odd

Gn
kG

n+2
k−4 = Gn

k−2G
n+2
k−2 − [Gn+1

k−2 ]2

Fn
k F

n+2
k−4 = Fn

k−2F
n+2
k−2 − [Fn+1

k−2 ]2.

Finally, applying the Sylvester's identity to the second determinant in (3)
with un = Sn and un = ∆Sn leads to

Gn
2kF

n
2k−2 = Gn

2k−2F
n
2k − [Fn

2k−1]
2
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Fn
2k+1G

n
2k−1 = Fn

2k−1G
n
2k+1 − [Fn

2k]2,

which can be coupled into

[Fn
k−1]

2 = (−1)k[Gn
k−2F

n
k −Gn

kF
n
k−2].

5. HIROTA'S METHOD, THE ε�ALGORITM,
AND THE SHANKS' TRANFORMATION

In this section, we will show how the relations obtained from Hirota's
method allow to recover the Shanks' transformation from the recursive rule of
the ε�algorithm and, then, how this rule can be deduced from the de�nition of
the transformation.

5.1. FROM THE ε�ALGORITHM TO THE SHANKS'

TRANSFORMATION

In this section, starting from the rule (4) of the ε�algorithm, we will show
how to recover the determinantal expressions (5) and (6) linking it with the
Shanks' transformation.

Plugging (18) into the recursive rule (4) of the ε�algorithm, we get

Gn
k+1

Fn
k+1

−
Gn+1

k−1

Fn+1
k−1

=
1

Gn+1
k

Fn+1
k

−
Gn

k

Fn
k

that is

(32)
Gn

k+1F
n+1
k−1 − F

n
k+1G

n+1
k−1

Fn
k+1F

n+1
k−1

=
Fn+1
k Fn

k

Gn+1
k Fn

k − F
n+1
k Gn

k

.

Equating the numerators and equating the denominators in both sides of this
identity, we obtain the coupled relations

Gn
k+1F

n+1
k−1 − F

n
k+1G

n+1
k−1 = (−1)kFn+1

k Fn
k(33)

Gn+1
k Fn

k − Fn+1
k Gn

k = (−1)kFn
k+1F

n+1
k−1 .(34)

Although it does not appear in (32) since it could be cancelled out, the sign
(−1)k in these relations is needed to recover (31) and (28). By (19), these
relations are those given in Section 3 among the Hankel determinants which
show that the ratios of determinants de�ning the Shanks' transformation have
been recovered.
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Remark 1. Let us remind that, as noticed in [2] and fully explained in [11],

the ε
(n)
k 's can be written as

ε
(n)
2k =

fk(Sn, . . . , Sn+2k)

Dfk(Sn, . . . , Sn+2k)
, ε

(n)
2k+1 =

Dfk(∆Sn, . . . ,∆Sn+2k)

fk(∆Sn, . . . ,∆Sn+2k)
,

where fk is a function depending on 2k + 1 variables and such that D2fk ≡ 0,
where Dfk denotes the sum of the partial derivatives of fk. We thus obtain the
following connection with Hirota's bilinear method

Gn
2k = fk(Sn, . . . , Sn+2k), Fn

2k = Dfk(Sn, . . . , Sn+2k),
Gn

2k+1 = Dfk(∆Sn, . . . ,∆Sn+2k), Fn
2k+1 = fk(∆Sn, . . . ,∆Sn+2k).

5.2. FROM THE SHANKS' TRANSFORMATION

TO THE ε�ALGORITHM

Starting from the de�nition of Shanks' transformation as ek(Sn) =
Hk+1(Sn)/Hk(∆2Sn), we will prove that these quantities, also denoted by

ε
(n)
2k , can be recursively computed by the rule of the ε�algorithm (4) where

ε
(n)
2k+1 = 1/ek(∆Sn), and that these ε

(n)
2k+1's can be themselves computed by the

same recursive rule.

The proof can be conducted in two di�erent ways. The �rst one consists in
using directly the relations between the Hankel determinants proved in Section
3, while the second considers the corresponding identities among the Fn

k 's and
the Gn

k 's given in Section 4 together with their de�nitions (19).

We choose the second procedure because the coupled relations given above
allow to treat simultaneously the cases where k is odd or even, which is not the
case with the Hankel determinants. Of course, by using the de�nitions (19) in
(18), and replacing k by 2k, we have

ε
(n)
2k = Gn

2k/F
n
2k = Hk+1(Sn)/Hk(∆2Sn) = ek(Sn),

and replacing k by 2k + 1

ε
(n)
2k+1 = Gn

2k+1/F
n
2k+1 = Hk(∆3Sn)/Hk+1(∆Sn) = 1/ek(∆Sn).

Writing (28) with the index k − 1 instead of k and using (31), we obtain
by division

Fn+1
k Fn

k

(−1)k−1[Gn
kF

n+1
k −Gn+1

k Fn
k ]

= 1 =
(−1)k[Gn

k+1F
n+1
k−1 − F

n
k+1G

n+1
k−1 ]

Fn
k+1F

n+1
k−1

.
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Dividing by Fn+1
k Fn

k the numerator and the denominator of the �rst ratio, and
simplifying the second ratio leads to

1

Gn
k/F

n
k −G

n+1
k /Fn+1

k

=
Gn+1

k−1

Fn+1
k−1
−
Gn

k+1

Fn
k+1

,

which is nothing else than the rule (4) of the ε�algorithm

1/(ε
(n)
k − ε(n+1)

k ) = ε
(n+1)
k−1 − ε

(n)
k+1.

Since the ε
(n)
2k+1's are intermediate results, they can be eliminated thus

leading to a relation between quantities with an even lower index. But, sim-

ilarly, the ε
(n)
2k can be eliminated and a relation between quantities with an

odd lower index is obtained. This is the so�called cross rule carried out by
Wynn [37] directly from the rule of the ε�algorithm

1

ε
(n)
k+2 − ε

(n+1)
k

+
1

ε
(n+2)
k−2 − ε

(n+1)
k

=
1

ε
(n+2)
k − ε(n+1)

k

+
1

ε
(n)
k − ε(n+1)

k

.

The validity of this rule can be veri�ed by our approach. Using (18) and
the relationships (28), (30), and (31), we arrive at a tautology which proves the
rule.

6. THE CONFLUENT ε�ALGORITHM

The con�uent form of the ε�algorithm was obtained by Wynn [36] by
replacing, in the rule (4) of his scalar algorithm, the discrete variable n by the

continuous one t+ nh, ε
(n)
2k+1 by ε2k+1(t)/h, ε

(n)
2k by ε2k(t), and, then, letting h

tend to 0. Thus, he obtained

(35) εk+1(t) = εk−1(t) +
1

ε′k(t)
,

with ε−1(t) = 0 and ε0(t) = f(t). It holds

(36) ε2k(t) =
H

(0)
k+1(t)

H
(2)
k (t)

and ε2k+1(t) =
H

(3)
k (t)

H
(1)
k+1(t)

,

where H
(n)
k (t) denotes the following funtional Hankel determinant

(37) H
(n)
k (t) =

∣∣∣∣∣∣∣∣∣
f (n)(t) f (n+1)(t) · · · f (n+k−1)(t)

f (n+1)(t) f (n+2)(t) · · · f (n+k)(t)
...

...
...

f (n+k−1)(t) f (n+k)(t) · · · f (n+2k−2)(t)

∣∣∣∣∣∣∣∣∣ ,
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with ∀n,H(n)
0 (t) = 1 and where f (i) is the i�th derivative of the function f .

This algorithm is aimed at transforming f into a set of functions {ε2k}
which, under some assumptions, converge to S, the limit of f(t) when t tends
to in�nity, faster than f . With notations similar to those used for the Shanks'
transformation, we set ε2k(t) = ek(f)(t), then ε2k+1(t) = 1/ek(f ′)(t).

We will now show that Hirota's method can be an alternative to Wynn's
approach for linking the con�uent Shanks' transformation and the correspond-
ing con�uent form of the ε�algorithm. This technique was already employed
in [32] for treating the con�uent form of the discrete algorithm presented in [19].

Setting

εk(t) =
Gk(t)

Fk(t)
,

we have from (36)

(38) G2k(t) = H
(0)
k+1(t), F2k(t) = H

(2)
k (t), G2k+1(t) = H

(3)
k (t),

F2k+1(t) = H
(1)
k+1(t).

Then, applying Hirota's bilinear method to the recursive rule (35) of the con-
�uent form of the ε�algorithm, leads to the coupled equations

Gk+1(t)Fk−1(t)− Fk+1(t)Gk−1(t) = (−1)kF 2
k (t)(39)

G′k(t)Fk(t)−Gk(t)F ′k(t) = (−1)kFk+1(t)Fk−1(t).(40)

For proving that the Fk's and Gk's can be expressed by formulæ (38), we
have to prove that determinantal identities similar to those given in Section 3
hold for the functional Hankel determinants (37). We consider the second
determinant in (3) with un = ∆iSn

Hk(∆iSn) =

∣∣∣∣∣∣∣∣∣
∆iSn ∆i+1Sn · · · ∆i+k−1Sn

∆i+1Sn ∆i+2Sn · · · ∆i+kSn
...

...
...

∆i+k−1Sn ∆i+kSn · · · ∆i+2k−2Sn

∣∣∣∣∣∣∣∣∣ .
Replacing, in this determinant, ∆jSn by f (j)(t + nh) for all j, dividing the
terms of the �rst column by hi, those of the second column by hi+1, and so on,
and then performing the same operations on the rows from the �rst one, and

�nally letting h tend to zero, we get H
(i)
k (t) (see [36] for detailed explanations).

Then, all the determinantal identities of Section 3, previously de�ned by
applying the Sylvester's determinantal identity to determinants of the form of
(3) and (2), with the appropriate changes, are valid for the functional Hankel
determinants. In particular, when h tends to 0, (39) directly follows from (33),
and (40) from (34).
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Finally, all the results given in the preceding Sections for the scalar ε�
algorithm are also valid for its con�uent form (see [15] for a generalization to
the multistep ε�algorithm).

7. CONCLUSION AND FUTURE RESEARCH

In this paper, after giving identities relating Hankel determinants and ex-
plaining Hirota's bilinear method, we were �rst able to show that the quantities

ε
(n)
k computed by the ε�algorithm are expressed as ratios of Hankel determi-
nants related to the Shanks' transformation, and conversely to derive the re-
cursive rule (4) of the ε�algorithm from the determinantal formulæ de�ning the
Shanks' transformation. It must be noticed that, contrarily to the approach
of Wynn [35], we do not make use of the Schweins' determinantal identity.
The di�cult point in these tasks was to �nd the determinants to which the
Sylvester's determinantal identity had to be applied. Our approach was then
extended to the con�uent case.

The approach developed in this paper could possibly be extended to other
nonlinear convergence acceleration algorithms such as, for example, the two
generalizations of the ε�algorithm given in [6], or the one proposed in [21], or its
q-di�erence version [20], or the ρ�algorithm. Other algorithms related to them,
such as the qd, the η, the ω, and the rs�algorithms, and the g�decomposition,
could also be treated in a similar way (see [16] for their de�nitions). The
quantities computed by these algorithms can all be represented by ratios of
determinants. These extensions, as well as extensions to other acceleration
algorithms such as the θ�algorithm [4], will be the subject of future research.
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