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#### Abstract

In these notes, we introduce a geometric characterization of the $\mathbb{Z}_{2}$-equivariance of the phase space of a complex generic real analytic family with an elliptic equilibrium. The equivariance allows us to understand the interaction between complex and real foliations in terms of an antiholomorphic involution or real structure. The existence of the latter provides an explanation to some rigid phenomena observed in the complex phase portrait (e.g. the appearance of complex singularities in the real phase space; the presence of conformal symmetries affecting the invariant of analytic classification; etc.) In the complex phase space the equivariance is called the real character. It plays a fundamental role in the characterization of the conformal structure of elliptic equilibria of analytic families of vector fields.
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## 1. INTRODUCTION

Let $M$ and $N$ be complex manifolds. A differentiable function $\sigma: M \rightarrow N$ is called antiholomorphic if in terms of a local coordinate $z$ it takes the form $z \mapsto$ $\eta(\bar{z})$ where $\eta$ is holomorphic and $z \mapsto \bar{z}$ is the standard complex conjugation. By an antiholomorphic involution or real structure of the complex manifold $M$ we mean an antiholomorphic map $\sigma: M \rightarrow M$ such that $\sigma \circ \sigma=i d_{M}$.

Not every pair $(M, \sigma)$ can be obtained by complexifying a real analytic manifold. Indeed, $M$ might not have enough real points (fixed points of $\sigma$ ), and in fact it might not have any at all [11]. General and particular properties of real structures on manifolds have been extensively reported in the literature. For example, a detailed study of antiholomorphic involutions of analytic families of abelian varieties can be found in [1].

In these notes, we consider the simplest case where the manifold $M$ is the product $\mathbb{C}^{2}$. In this case, the fixed point set for any real structure fixing the origin is a totally real 2 -plane containing the origin [9]. (A 2 -plane in $\mathbb{C}^{2}$ is totally real if any basis over $\mathbb{R}$ for the plane is also linearly independent over $\mathbb{C})$. Further, let $Z=(\mathbf{z}, \mathbf{w})$ be the standard coordinates of $\mathbb{C}^{2}$. It is proved [13]
that any antiholomorphic involution $\sigma$ fixing the origin in $\mathbb{C}^{2}$ has the form

$$
\begin{equation*}
\sigma: Z \mapsto P \bar{Z}^{T}+\beta(\bar{Z}) \tag{1.1}
\end{equation*}
$$

where $P$ is a unitary matrix, and the higher-order terms $\beta$ satisfy $\beta(\overline{\sigma(Z)})=$ $-P \bar{\beta}(Z)$. (The bar on $\beta$ indicates complex conjugation only of the coefficients in the series $\beta$ ). Real maps and vector fields, invariant under the involution, can be defined: a germ of map $f:\left(\mathbb{C}^{2}, 0\right) \rightarrow(\mathbb{C}, 0)$ is called $\sigma$-real if it is a conjugacy between $\sigma$ and the standard complex conjugation. A germ of complex map $f$ or complex vector field $\mathbf{F}$, with $f, \mathbf{F}:\left(\mathbb{C}^{2}, 0\right) \rightarrow\left(\mathbb{C}^{2}, 0\right)$ is called $\sigma$-real if it commutes with the involution (1.1).

By definition the fixed points of $\sigma$ (i.e. the solutions of the system $Z=$ $\sigma(Z))$ satisfy, in terms of the chart ( $\mathbf{z}, \mathbf{w}$ ), the equation $\mathbf{w}=p \overline{\mathbf{z}}+q \overline{\mathbf{w}}+\cdots$, with $p \neq 0$. A simple transformation allows us to assume $q=0$, so that the system is equivalent to a single equation $\mathbf{w}=p \overline{\mathbf{z}}+\gamma(\mathbf{z}, \overline{\mathbf{z}})$, where $\gamma=\mathcal{O}\left(|\mathbf{z}|^{2}\right)$. We introduce coordinates $(z, w)$ by $\mathbf{w}=p w+\gamma(z, w)$, and $\mathbf{z}=z$. This chart brings (1.1) into the antiholomorphic involution $(z, w) \mapsto(\bar{z}, \bar{w})$. Finally, the change $(z, w) \mapsto(z+\mathrm{i} w, z-\mathrm{i} w)$ transforms the latter involution into

$$
\begin{equation*}
(z, w) \mapsto(\bar{w}, \bar{z}) \tag{1.2}
\end{equation*}
$$

Hence, in $\mathbb{C}^{2}$ it suffices to consider the standard particular case (1.2) corresponding to $P=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ and $\beta \equiv 0$. The fixed point set of this involution coincides with the totally real plane $\mathbb{R}^{2}=\{w=\bar{z}\}$.

If $\mathbf{F}$ is an autonomous and $\sigma$-real (in the sense of the standard antiholomorphic involution (1.2)) germ of a complex analytic vector field in $\left(\mathbb{C}^{2}, 0\right)$, then its linear part has the form

$$
\begin{equation*}
(a z+b w) \frac{\partial}{\partial z}+(\bar{b} z+\bar{a} w) \frac{\partial}{\partial w} \tag{1.3}
\end{equation*}
$$

where $a, b \in \mathbb{C}$. If $b \equiv 0$, the system is called elliptic or monodromic $[8,15]$ provided $\operatorname{Re}(a)=0$ but $\operatorname{Im}(a) \neq 0$. Evidently, the eigenvalues of the linear part are complex conjugate.

Let $\eta$ denote a tuple of one or more complex parameters defined on a polydisk containing zero and of small diameter. Any family of vector fields $\mathbf{F}_{\eta}$ which depends analytically on the parameters is called either an elliptic family, deformation or unfolding of the single vector field $\mathbf{F}$, if $\mathbf{F}_{0} \equiv \mathbf{F}$. We say that the unfolding $\mathbf{F}_{\eta}$ is $\sigma$-real if (1.2) is a conjugacy between $\mathbf{F}_{\eta}$ and the parameterconjugate vector field $\mathbf{F}_{\bar{\eta}}$. Elliptic unfoldings are called generic provided the real part of the complex-conjugate eigenvalues crosses the imaginary axis at non-zero speed,

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \eta} \operatorname{Re}(a(\eta))\right|_{\eta=0} \neq 0
$$

Generic elliptic germs of analytic vector fields form an important class in the theory of holomorphic singular foliations [2, 8]. For example, for certain values of the unfolding parameter the Hopf bifurcation takes place, provided the system does not unfold a center on those values. In this case, the local geometry of the phase portrait around the equilibria allows us to study, among other properties, the temporal behavior of the solution curves $[3,5,6]$. The most remarkable property is that elliptic equilibria of planar analytic germs of vector fields are intrinsically real. This means that the complex foliation can be realified in the sense of (1.2). In any case, the complex foliation itself is the complexification of an underlying real analytic foliation (see next section) lying on a totally real 2 -plane embedded in $\mathbb{C}^{2}$. Conversely, the standard complexification of a real analytic elliptic foliation is invariant under (1.2). This provides a complete characterization of the conformal symmetries associated with the complex equilibrium. In article [3] we have described the conformal symmetries affecting the invariant (or modulus) of the analytic classification of the singularity. These symmetries are generalized complex reflections around a real axis in the orbit space of the Poincaré monodromy. However, these symmetries can occur when the parameter belongs to open symmetric sectorial domains $V_{ \pm}$around the real axis. In this case, the parameter belongs to the Poincaré domain. If the values of the parameter are taken in open sectorial domains covering both $V_{ \pm}$and the imaginary axis then the parameter belongs to the Siegel domain. A description of the dynamics in the intersection of Poincaré and Siegel domains of the parameter space can be found in [4].

## 2. $\mathbb{Z}_{2}$-EQUIVARIANCE

Let $n$ be a positive integer, and let $G$ be a (compact) group which can be represented in $\mathbb{R}^{n}$ by matrices $\left\{T_{g}\right\}$ :

$$
T_{e}=I_{n}, \quad T_{g_{1} g_{2}}=T_{g_{1}} T_{g_{2}}
$$

for any $g_{1}, g_{2} \in G$. The element $e \in G$ is the group unit ( $e g=g e=g$ ), and $I_{n}$ is the $n \times n$ unit matrix. Consider an analytic germ of differential equations

$$
\frac{\mathrm{d} \vec{x}}{\mathrm{~d} t}=F_{\eta}(\vec{x}), \quad \vec{x} \in \mathbb{R}^{n}
$$

depending analytically on a multiparameter $\eta \in \mathbb{R}^{k}$. This family is called invariant with respect to the representation $\left\{T_{g}\right\}$ of the group $G$, or simply $G$-equivariant, if

$$
T_{g} \cdot F_{\eta}=F_{\eta} \cdot T_{g},
$$

for all $g \in G$, where the dot represents the action of $G$ on the vector field $F_{\eta}$.

In these terms, the real structure (1.2) corresponds in $\mathbb{R}^{4}$ to the linear transformation $T_{\sigma}$ represented by the premultiplication by the matrix

$$
M=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right]
$$

That is, if $\vec{X}=\left(x_{1}, y_{1}, x_{2}, y_{2}\right)$ are the standard coordinates of $\mathbb{R}^{4}$, then the antiholomorphic involution (1.2) in $\mathbb{C}^{2}$ corresponds to the linear transformation

$$
T_{\sigma}:\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right) \mapsto\left(\begin{array}{c}
x_{2} \\
-y_{2} \\
x_{1} \\
-y_{1}
\end{array}\right)
$$

in $\mathbb{R}^{4}$ for the complex coordinates $z=x_{1}+\mathrm{i} y_{1}$ and $w=x_{2}+\mathrm{i} y_{2}$. Inasmuch as $M^{2}=I_{4}$, the transformation $T_{\sigma}$ is an involution, $T_{\sigma}^{\circ 2}=T_{e}$, where $T_{e}$ is the identity linear transformation, represented by premultiplication by the identity matrix $I_{4}$. This representation decomposes $\mathbb{R}^{4}$ into a direct sum

$$
\mathbb{R}^{4}=\Sigma^{+} \oplus \Sigma^{-}
$$

where $\Sigma^{+}=\left\{\vec{X} \in \mathbb{R}^{4}: M \vec{X}=\vec{X}\right\}$ and $\Sigma^{-}=\left\{\vec{X} \in \mathbb{R}^{4}: M \vec{X}=-\vec{X}\right\}$.
The subspace $\Sigma^{+}$is the fixed point subspace of the transformation $T_{\sigma}$. In the complex representation (1.2), the space $\Sigma^{+}$itself corresponds to $\{z=\bar{w}\}$ which is canonically identified with the real plane $\mathbb{R}^{2} \subset \mathbb{C}^{2}$. The space $\Sigma^{+}$will be called the real plane.

On the other hand, in terms of the complex coordinates $z, w$ the subspace $\Sigma^{-}$is the set of fixed points of $-\sigma$. That is, it corresponds to $\{z=-\bar{w}\}$. By analogy, the space $\Sigma^{-}$will be called the imaginary plane (in the sense of the direct sum above).

In the sequel, we will assume that $\eta \in \mathbb{R}$. (The case $\eta \in \mathbb{R}^{k}$ presents some substantial differences). Let $\mathbf{F}_{\eta}$ denote the germ of a generic analytic unfolding of an elliptic vector field with the linear part (1.3) and which depends analytically on the parameter. Since $\mathbf{F}_{\eta}$ commutes with the involution $\sigma$ on real values of the parameter, this vector field is essentially real. In other words, the flow of $\mathbf{F}_{\eta}$ leaves the real plane invariant. Therefore, the complex foliation defined by the system induces a real foliation on $\Sigma^{+}$. Such a real foliation must hence be the phase portrait of a planar real analytic vector field $F_{\eta}$ on $\Sigma^{+}$. The vector field $F_{\eta}$ is called the realification of $\mathbf{F}_{\eta}$ [7]. Therefore, if we denote $G=\left\{T_{e}, T_{\sigma}\right\} \sim \mathbb{Z}_{2}$, then parameter-dependent vector field $\mathbf{F}_{\eta}$ is $\mathbb{Z}_{2}$-equivariant for real values of the parameter:

$$
\begin{equation*}
M \mathbf{F}_{\eta}(\vec{X})=\mathbf{F}_{\eta}(M \vec{X}), \quad \vec{X} \in \mathbb{R}^{4}, \quad \eta \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

Moreover, division by $\operatorname{Im}(a)$ (for the constant $a$ in (1.3)) and subsequent time scaling $t \mapsto \operatorname{Im}(a) t$ allows us to take $\varepsilon=\operatorname{Re}(a) / \operatorname{Im}(a)$ as a new parameter. This new parameter is an invariant under analytic changes of coordinates [2].

These considerations prove that generic $\sigma$-invariant germs of analytic vector fields in $\left(\mathbb{C}^{2}, 0\right)$ have the standard form

$$
\begin{align*}
\frac{\mathrm{d} z}{\mathrm{~d} t} & =(\varepsilon+\mathrm{i}) z+\sum_{j+k \geq 2} a_{j k}(\varepsilon) z^{j} w^{k}  \tag{2.2}\\
\frac{\mathrm{~d} w}{\mathrm{~d} t} & =(\varepsilon-\mathrm{i}) w+\sum_{j+k \geq 2} \overline{a_{j k}(\bar{\varepsilon})} z^{k} w^{j}
\end{align*}
$$

where the coefficients $a_{j k}$ depend analytically on $\varepsilon$. These unfoldings are (nonexhaustive) generic unfolding of $1: 1$ resonant complex saddle points in $\mathbb{C}^{2}$, with the ratio of eigenvalues equal to -1 , see [12]. The $\mathbb{Z}_{2}$-equivariance (2.1) of $\mathbf{F}_{\eta}$ is called the real character of this system. Let $(x, y)$ be the real coordinates of $\Sigma^{+}$. The real foliation induced on this surface by (2.2) is defined by the integral curves of a real system of the form

$$
\begin{align*}
\frac{\mathrm{d} x}{\mathrm{~d} t} & =\varepsilon x-y+\sum_{j+k \geq 2} b_{j k}(\varepsilon) x^{j} y^{k}  \tag{2.3}\\
\frac{\mathrm{~d} y}{\mathrm{~d} t} & =x+\varepsilon y+\sum_{j+k \geq 2} c_{j k}(\varepsilon) x^{j} y^{k}
\end{align*}
$$

where the $b_{j k}$ 's and $c_{j k}$ 's depend analytically on the parameter $\varepsilon$. The first Lyapunov constant can be explicitly computed in terms of the coefficients of the vector field:

$$
\ell_{1}=3 b_{30}+b_{12}+c_{21}+3 c_{03}+\frac{1}{\beta}\left(b_{11}\left(b_{20}+b_{02}\right)-c_{11}\left(c_{20}+c_{02}\right)-2 b_{20} c_{20}+2 b_{02} c_{02}\right)
$$



Fig. 1 - The supercritical Hopf bifurcation of order 1.

It is known that if $\ell_{1}(0) \neq 0$ then the system exhibits a generic Hopf bifurcation: the generic coalescence of a focus with a limit cycle [10]. The geometric configuration of the phase space at the bifurcation value is denominated a weak
focus. Weakness means that the convergence of integral curves to the origin is slower than that of logarithmic spirals of strong foci. The Hopf bifurcation is subcritical if the cycle is present on negative values of $\varepsilon$. It is supercritical otherwise. Whether a Hopf bifurcation is subcritical or supercritical can be found from the sign of the first Lyapunov coefficient. Positive sign of $\ell_{1}(0)$ indicates a subcritical Hopf bifurcation and negative sign of $\ell_{1}(0)$ corresponds to a supercritical Hopf bifurcation, see Fig. 1.

Definition 2.1. The sign of $\ell_{1}(0)$ is called the sign of the system.
In the next sections, we will study the relationship between complex and real singular holomorphic foliations of this family. This connection is only fully appreciated in the blow-up space.

## 3. COMPLEX AND REAL BLOW-UP

Let $\mathbb{P}^{1}$ denote the projective space (Riemann sphere) and define the quasiprojective variety

$$
\begin{equation*}
\mathbb{M}=\left\{\left(\left[t_{2}: t_{1}\right],(z, w)\right) \in \mathbb{P}^{1} \times \mathbb{C}^{2}: z t_{1}-w t_{2}=0\right\} \tag{3.1}
\end{equation*}
$$

where $\left[t_{2}: t_{1}\right]$ is the line at infinity through $\left(t_{2}, t_{1}\right)$ (homogeneous coordinates on $\mathbb{P}^{1}$ ). Projection onto $\mathbb{C}^{2}$ induces a surjective morphism $\varrho: \mathbb{M} \rightarrow \mathbb{C}^{2}$, with

$$
\varrho^{-1}(z, w)= \begin{cases}\mathbb{P}^{1} \times\{0\}, & (z, w)=(0,0) \\ ([z: w],(z, w)), & (z, w) \neq(0,0)\end{cases}
$$

The fiber $S=\varrho^{-1}(0,0)$ is a projective line, called the exceptional line. Away from zero $\varrho^{-1}$ gives an isomorphism between $\mathbb{C}^{2} \backslash\{0\}$ and $\mathbb{M} \backslash S$. The map $\varrho$ is called the (standard) monoidal map. The analytic curve $S \subset \mathbb{M}$ is called (standard) exceptional divisor. The pair $(\varrho, \mathbb{M})$ is the blow-up of $\mathbb{C}^{2}$ at zero.

By definition, the surface $\mathbb{M}$ is embedded in the complex 3-dimensional space $\mathbb{P}^{1} \times \mathbb{C}^{2}$. It carries the compact curve (Riemann sphere) $\mathbb{P}^{1} \times\{0\}=S$ on it. The points of $S$ correspond to the lines through the origin in $\mathbb{C}^{2}$, see Fig. 5.

The standard affine covering $\mathbb{P}^{1}=U_{1} \cup U_{2}$, where $U_{1}=\left\{\left[t_{2}: t_{1}\right]: t_{1} \neq 0\right\}$ and $U_{2}=\left\{\left[t_{2}: t_{1}\right]: t_{2} \neq 0\right\}$, induces a covering $\mathbb{M}=V_{1} \cup V_{2}$, with

$$
\begin{aligned}
V_{1} & =\left\{t_{1} \neq 0, z-w \frac{t_{2}}{t_{1}}=0\right\} \\
V_{2} & =\left\{t_{2} \neq 0, z \frac{t_{1}}{t_{2}}-w=0\right\} .
\end{aligned}
$$

By using coordinates $(Z, w)=\left(\frac{t_{2}}{t_{1}}, w\right)$ for $V_{1}$, and $(W, z)=\left(\frac{t_{1}}{t_{2}}, z\right)$ for $V_{2}$, we see that $V_{1}$ and $V_{2}$ are both isomorphic to $\mathbb{C}^{2}$. The transition map between these
charts is a monomial transformation $\varphi: V_{1} \rightarrow V_{2}$,

$$
\begin{equation*}
\varphi(Z, w)=\left(\frac{1}{Z}, Z w\right)=(W, z) \tag{3.2}
\end{equation*}
$$

with inverse $\varphi^{-1}(W, z)=\left(\frac{1}{W}, W z\right)$, and hence $\varphi^{\circ 2}=i d$. Thus $\mathbb{M}$ is indeed a nonsingular 2-dimensional complex analytic manifold. Observe that the map $\varrho: \mathbb{M} \rightarrow \mathbb{C}^{2}$ in these charts is polynomial, hence globally holomorphic:

$$
\left.\varrho\right|_{V_{1}}=c_{1},\left.\quad \varrho\right|_{V_{2}}=c_{2},
$$

where

$$
\begin{equation*}
c_{1}:(Z, w) \mapsto(Z w, w) \text { and } c_{2}:(W, z) \mapsto(z, z W) \tag{3.3}
\end{equation*}
$$

Let $\mathcal{F}_{\varepsilon}$ be the singular foliation of the system (2.2). The blow-up of $\mathcal{F}_{\varepsilon}$ is the singular holomorphic foliation

$$
\begin{equation*}
\widetilde{\mathcal{F}}_{\varepsilon}=\varrho^{*} \mathcal{F}_{\varepsilon} \tag{3.4}
\end{equation*}
$$

extending the preimage foliation $\varrho^{-1}\left(\mathcal{F}_{\varepsilon}\right)$ of the surface $\mathbb{M} \backslash S$. One may have a priori two possibilities for the blown-up foliation $\widetilde{\mathcal{F}}_{\mathcal{E}}$ : either different points of $S$ belong to different leaves of $\widetilde{\mathcal{F}}_{\mathcal{E}}$, or the exceptional divisor $S$ is a separatrix of $\widetilde{\mathcal{F}}_{\varepsilon}$. In the former case leaves of this foliation cross $S$ transversally at all points, eventually except for finitely many tangency points. On the other hand, a singular point of $\mathcal{F}_{\varepsilon}$ is called non-dicritical if the latter case holds; that is, the exceptional divisor $S$ is a separatrix of $\varrho^{*} \mathcal{F}_{\varepsilon}$. Otherwise the singular point is called dicritical. The use of a real atlas in the blow-up space allows us to solve the dichotomy.

### 3.1. The realified atlas

Notice that $S$ in complex charts $(Z, w)$ and $(W, z)$ is determined by

$$
S \cap V_{1}=\{z=0\}, \quad S \cap V_{2}=\{w=0\} .
$$

As the two sets are isomorphic to $\mathbb{C}$, they can be realified. Indeed, the real projective line $\mathbb{R} P^{1}$ is a closed loop on the Riemann sphere $\mathbb{P}^{1}$ which is visible as the real line $\mathbb{R}$ in the affine charts $S \cap V_{1}$ and $S \cap V_{2}$. This can be proved as follows. The complex Möbius strip $\mathbb{M}$ intersects the real variety $\mathbb{R} P^{1} \times \mathbb{R}^{2}$ at $\left\{t_{1}=\overline{t_{2}}\right\}$ and $\{z=\bar{w}\}$. This intersection is a real Möbius strip:

$$
\mathfrak{M}=\left\{([a: b],(x, y)) \in \mathbb{R} P^{1} \times \mathbb{R}^{2}: x b+y a=0\right\}
$$

where $z=x+\mathrm{i} y$ and $t_{1}=a+\mathrm{i} b$. Such a surface can be explicitly parametrized in real charts.

Proposition 3.1. The covering $\mathbb{M}=V_{1} \cup V_{2}$ induces a real covering $\mathfrak{M}=\mathfrak{V}_{1} \cup \mathfrak{V}_{2}$, where $\mathfrak{V}_{1}, \mathfrak{V}_{2}$ are both isomorphic to $\mathbb{R}^{2}$.

Proof. The charts $V_{1}, V_{2}$ intersect $\mathbb{R} P^{1} \times \mathbb{R}^{2}$ at $t_{2}=\overline{t_{1}}$ and $w=\bar{z}$. Then,

$$
\begin{aligned}
V_{1} \cap\left(\left\{t_{2}=\overline{t_{1}}\right\} \times\{w=\bar{z}\}\right) & =\left\{t_{1} \neq 0, z t_{1}-\overline{z t_{1}}=0\right\} \\
& =\left\{t_{1} \neq 0, \operatorname{Im}\left(z t_{1}\right)=0\right\} \\
& =\{(a, b) \neq(0,0), x b+y a=0\} \subset \mathbb{R} P^{1} \times \mathbb{R}^{2}
\end{aligned}
$$

where $z=x+\mathrm{i} y$ and $t_{1}=a+\mathrm{i} b$ with $x, y, a, b \in \mathbb{R}$. If $a \neq 0$ the chart

$$
\mathfrak{V}_{1}=\left\{([a: b],(x, y)) \in \mathbb{R} P^{1} \times \mathbb{R}^{2}: a \neq 0, x \frac{b}{a}+y=0\right\} \sim \mathbb{R}^{2}
$$

is parametrized by $(x, u) \in \mathbb{R}^{2}$, where $u=-\frac{b}{a}$. If $b \neq 0$, the chart

$$
\mathfrak{V}_{2}=\left\{([a: b],(x, y)) \in \mathbb{R} P^{1} \times \mathbb{R}^{2}: b \neq 0, x+y \frac{a}{b}=0\right\} \sim \mathbb{R}^{2}
$$

is parametrized by $(v, y) \in \mathbb{R}^{2}$, where $v=-\frac{a}{b}$.
The monoidal map $\varrho: \mathbb{M} \rightarrow \mathbb{C}^{2}$ induces a real map (denoted by $\varrho$ again) between $\mathfrak{M}$ and $\mathbb{R}^{2},\left.\varrho\right|_{\mathfrak{V}_{1}}=r_{1}$, and $\left.\varrho\right|_{\mathfrak{V}_{2}}=r_{2}$, where

$$
\begin{equation*}
r_{1}:(x, u) \mapsto(x, x u) \text { and } r_{2}:(v, y) \mapsto(v y, y) \tag{3.5}
\end{equation*}
$$

Hence, the exceptional divisor $S=\mathbb{P}^{1} \times\{0\} \subset \mathbb{P}^{1} \times \mathbb{C}^{2}$ intersects $\mathbb{R} P^{1} \times \mathbb{R}^{2}$ at $\mathbb{R} P^{1} \times\{0\} \simeq \mathbb{S}^{1}$, which is the equator of the real Möbius strip $\mathfrak{M}$, see Fig. 2. The equator is then covered by real charts $\mathbb{S}^{1} \cap \mathfrak{V}_{1}=\{x=0\}$ and $\mathbb{S}^{1} \cap \mathfrak{V}_{2}=\{y=0\}$.


Fig. 2 - The real line (equator) of the exceptional divisor.

### 3.2. The tangent polynomial of the unfolding.

Let $F_{\varepsilon}(x, y)$ be the germ of a real analytic parameter-dependent vector field with the linear part

$$
A_{\varepsilon}(x, y) \frac{\partial}{\partial x}+B_{\varepsilon}(x, y) \frac{\partial}{\partial y}
$$

having an isolated singularity of order 1 . (This means that the coefficients $A_{\varepsilon}, B_{\varepsilon}$ are homogeneous polynomials of degree 1 and at least one of these two
homogeneous polynomials does not vanish identically). The singular point of the vector field is called generalized elliptic [8] if the real homogeneous degree-2 polynomial $p_{\varepsilon}=x B_{\varepsilon}-y A_{\varepsilon} \in \mathbb{R}[x, y]$ is non-vanishing except at zero. The polynomial $p_{\varepsilon}$ is called the tangent polynomial of the vector field. The singular points on the exceptional divisor after real blow-up, are roots of the polynomial

$$
x^{-2} p_{\varepsilon}(x, x u)=B_{\varepsilon}(1, u)-u A_{\varepsilon}(1, u),
$$

where $u$ is defined in (3.5). For a generalized elliptic singularity this polynomial is not identically zero and then the blow-up is always non-dicritical. It is easy to see then that there are no singular points on the real equator $\mathbb{R} P^{1} \subset S$ in the chart $(x, u)$. Similarly, the point $u=\infty$ (mapped as $v=0$ in the second chart) is also non-singular.

As an immediate consequence, a real analytic singularity is generalized elliptic if and only if it is non-dicritical and after the blow-up it has no singularities on the real projective line $\mathbb{R} P^{1} \subset \mathbb{P}^{1}$ of the exceptional divisor. In coordinates this means the following.

Proposition 3.2. The foliation of (2.3) has two singular points at $(x, u)=$ $(0, \mathrm{i})$ and $(x, u)=(0,-\mathrm{i})$ in the first chart of the real blow-up (3.5). These singularities are, therefore, complex and they are located at $(Z, w)=(0,0)$ and $(Z, w)=(\infty, 0)$ respectively, in the first complex chart of the blow-up. Further, system (2.3) is generalized elliptic and the points $(x, u)=(0,0)$ and $(x, u)=(0, \infty)$ on the equator $\mathbb{R} P^{1} \subset \mathbb{P}^{1}$ are non singular.

Proof. The tangent polynomial is

$$
p_{\varepsilon}(x, y)=x(x+\varepsilon y)-y(\varepsilon x-y)=x^{2}+y^{2}
$$

which is non-vanishing except at zero. Its pullback into $(x, u)$ coordinates is $p_{\varepsilon}(x, x u)=x^{2}\left(1+u^{2}\right)$ and hence the singular points are complex and they are located at $u= \pm \mathrm{i} \in \mathbb{P}^{1}$. As these are the only singular points in the complex blow-up, the points $u=0, \infty$ (mapped as $v=\infty, 0$ in the other chart) are non singular. Taking $u=-\frac{b}{a}$, the real point $(x, u)=(0,0)$ corresponds to $b=0$ when $t_{1}=a+\mathrm{i} b$ in (3.1). This means $Z=\frac{t_{2}}{t_{1}}=\frac{a}{a}=1$. Analogously, the real point $(x, u)=(0, \infty)$ corresponds to $a=0$ and then $Z=\frac{-\mathrm{i} b}{\mathrm{i} b}=-1$. Therefore the points $Z=-1,1$ (mapped as $W=-1,1$ in the second complex chart) are non singular.

On the other hand, the imaginary point $(x, u)=(0,+\mathrm{i})$ corresponds to $b=-\mathrm{i} a$, and then $\mathrm{i}(a-\mathrm{i} b)=0$. As $t_{2}=\overline{t_{1}}=a-\mathrm{i} b$ in the real coordinates, we get $t_{2}=0$, and hence $Z=0$. The other point $(x, u)=(0,-\mathrm{i})$ yields $b=\mathrm{i} a$ or $\mathrm{i}(a+\mathrm{i} b)=0$. That is, $t_{1}=0$ and this is $Z=\infty$. The singular points of the complex chart $\left(V_{1}, c_{1}\right)$ are therefore located at $(Z, w)=(0,0)$ and $(Z, w)=(\infty, 0)$ on the Riemann sphere.

In particular, the singular points of a weak focus are not detected in the real plane after blow-up, see Fig. 3.


Fig. 3 - The exceptional divisor $S \simeq \mathbb{P}^{1}$ in real coordinates $(x, u)$.

## 4. POINCARÉ MONODROMY

Each point of the exceptional divisor $S$ represents a complex line through zero in $\mathbb{C}^{2}$, see Fig. 5. Since the singular points of the foliation (3.4) are nondicritical all the lines $\Sigma_{\mu}:\{z=\mu w\}$ are transversal to $\mathcal{F}_{\varepsilon}$ provided $\mu \neq 0, \infty$. More precisely, we have the following result.

Proposition 4.1. The affine collection $\left\{\Sigma_{\mu}\right\}_{\mu}$ is a transverse fibration for the foliation (2.2) in a neighborhood of zero.

Proof. Since $\Sigma_{\mu}=\{z=\mu w\}=\left\{\frac{z}{w}=\mu\right\}$, we use equations (2.2) and get

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{z}{w}\right)=\frac{\frac{\mathrm{d} z}{\mathrm{~d} t} w-z \frac{\mathrm{~d} w}{\mathrm{~d} t}}{w^{2}}=\frac{z}{w}(2 \mathrm{i}+\cdots)=2 \mathrm{i} \mu+\cdots \neq 0
$$

for $z, w$ sufficiently small.
If $\mu=1$ we will simply denote $\Sigma$ the corresponding surface. The structure $\Sigma \cap \Sigma^{+} \simeq \mathbb{R}$ is the real line embedded in the real plane. We endow these surfaces with a parametrization by the $w$ coordinate. We will use the same notation for the pullback of $\Sigma_{\mu}$ in complex charts: $\Sigma_{\mu}=\{Z=\mu\}$ in the $c_{1}$ direction of the complex Möbius strip, and $\Sigma_{\mu}=\left\{W=\mu^{-1}\right\}$ in the $c_{2}$ direction of the complex Möbius strip.

In particular, the holonomy map of the family (2.2) along the loop $\mathbb{R} P^{1}$ in the $c_{1}$ direction of the blow-up, is well defined for the cross section $\Sigma$ with the coordinate $w$ as a local chart on it, see Fig. 4. Inasmuch as (2.2) is analytic, the real singular foliation on the real Möbius strip is well defined. The holonomy
map along the circle $\mathbb{R} P^{1}$ is therefore real analytic. Note, however, that this loop does not belong entirely to any of the two canonical real charts $\mathfrak{V}_{1}$ and $\mathfrak{V}_{2}$ : to compute the holonomy in the real chart $(x, u)$ one has to continue across infinity $u=\infty$ that is, pass to the other chart. This problem can be easily avoided after complexification: if the singularity is generalized elliptic, the holonomy can be computed in the chart $(x, u)$ as the result of analytic continuation along the semi-circular loop

$$
[-R, R] \cup\{|u|=R, \operatorname{Im}(u)>0\}, \quad R>1
$$

which is homotopic to $\mathbb{R} P^{1}$.
Definition 4.2. The holonomy map $\mathcal{Q}_{1, \varepsilon}: \Sigma \rightarrow \Sigma$ of the family (2.2) in the $(Z, w)$ chart of the blow-up is the semi-Poincare map or semi-monodromy of the system. The standard monodromy $\mathcal{P}_{\varepsilon}$ of the system is the second iterate $\mathcal{Q}_{1, \varepsilon}^{\circ 2}$. The holonomy map of (2.2) in ( $W, z$ ) coordinates is denoted by $\mathcal{Q}_{2, \varepsilon}: \Sigma \rightarrow \Sigma$.

The complex description of the semi-monodromy immediately allows us to prove its analyticity and that of the monodromy map.

THEOREM 4.3. The semi-monodromy $\mathcal{Q}_{1, \varepsilon}$ of a generalized elliptic singular point is an orientation reversing (that is, $\mathcal{Q}_{1, \varepsilon}^{\prime}(0)=-1$ ) germ of diffeomorphism, which is also real analytic on $(\mathbb{R}, 0)$, including the origin.

The holonomy operator $\mathcal{Q}_{1, \varepsilon}$ of the system (2.2) is visible on the real plane $\left(\mathbb{R}^{2}, 0\right)$ before the blow-up: the cross-section $\Sigma$ blows-down as the $x$-axis on the $(x, y)$-plane. Indeed, the blow-down of $\Sigma$ is $\{z=w\}$ and since $z=\bar{w}$, we must have $\operatorname{Im}(z)=y=0$, which is the $x$-real axis. By construction, $\left(\mathcal{Q}_{1, \varepsilon}(x), 0\right)$ is the first point of intersection with the $x$-axis of a solution starting at $(x, 0)$, after continuation counterclockwise, see Fig. 4.

Theorem 4.4. The Poincaré monodromy $\mathcal{P}_{\varepsilon}: \Sigma \rightarrow \Sigma$ of the complex family (2.2) is an analytic germ of diffeomorphism which has the form

$$
\begin{equation*}
\mathcal{P}_{\varepsilon}(w)=\mathrm{e}^{2 \pi \varepsilon} w \pm \mathrm{e}^{2 \pi \varepsilon}(2 \pi+O(\varepsilon)) w^{3}+O\left(w^{4}\right) \tag{4.1}
\end{equation*}
$$

Proof. The analyticity follows from definition. Write (2.3) in polar coordinates $(r, \theta)$ :

$$
\left\{\begin{align*}
\frac{\mathrm{d} r}{\mathrm{~d} t} & =r\left(\varepsilon+s r^{2}\right)+g(r, \theta)  \tag{4.2}\\
\frac{\mathrm{d} \theta}{\mathrm{~d} t} & =1+h(r, \theta)
\end{align*}\right.
$$

where $s= \pm 1$ is the sign of the system, see Definition 2.1. The dependence of the terms $g(r, \theta)=O\left(|r|^{4}\right), h(r, \theta)=O\left(|r|^{3}\right)$ on the parameter $\varepsilon$ is not explicitly


Fig. 4 - The complexification of the holonomy in the blow-up.
mentioned to simplify notations. An orbit of (4.2) starting at $(r, \theta)=\left(r_{0}, 0\right)$ has the following representation: $r=r\left(\theta, r_{0}\right), r_{0}=r\left(0, r_{0}\right)$ with $r$ satisfying the equation

$$
\begin{equation*}
\frac{\mathrm{d} r}{\mathrm{~d} \theta}=\frac{r\left(\varepsilon+s r^{2}\right)+g}{1+h}=r\left(\varepsilon+s r^{2}\right)+R(r, \theta), \tag{4.3}
\end{equation*}
$$

where $R(r, \theta)=O\left(|r|^{4}\right)$. Notice that the transition from (4.2) to (4.3) is equivalent to the introduction of a new time parametrization in which $\mathrm{d} \theta / \mathrm{d} t=1$ which implies that the return time to the half-axis $\theta=0$ is the same for all orbits starting on this axis with $r_{0}>0$. Since $r(\theta, 0) \equiv 0$ we can write the Taylor expansion for $r\left(\theta, r_{0}\right)$,

$$
\begin{equation*}
r=u_{1}(\theta) r_{0}+u_{2}(\theta) r_{0}^{2}+u_{3}(\theta) r_{0}^{3}+O\left(\left|r_{0}\right|^{4}\right) \tag{4.4}
\end{equation*}
$$

Substituting (4.4) into (4.3) and solving the resulting linear differential equations at corresponding powers of $r_{0}$ with initial conditions $u_{1}(0)=1$, $u_{2}(0)=u_{3}(0)=0$, yields

$$
u_{1}(\theta)=\mathrm{e}^{\varepsilon \theta}, \quad u_{2}(\theta) \equiv 0, \quad u_{3}(\theta)=s \mathrm{e}^{\varepsilon \theta}\left(\frac{\mathrm{e}^{2 \varepsilon \theta}-1}{2 \varepsilon}\right) .
$$

Notice that these expressions are independent of the term $R(r, \theta)$. Therefore, the standard monodromy $r_{0} \mapsto r_{\mathcal{P}}=r\left(2 \pi, r_{0}\right)$ has the form

$$
\begin{equation*}
r_{\mathcal{P}}=\mathrm{e}^{2 \pi \varepsilon} r_{0}+s \mathrm{e}^{2 \pi \varepsilon}(2 \pi+O(\varepsilon)) r_{0}^{3}+O\left(r_{0}^{4}\right) \tag{4.5}
\end{equation*}
$$

for all $R=O\left(r_{0}^{4}\right)$. The complexification of (4.5) yields the expression (4.1) in the $w$ coordinate.

As a consequence, the real germ of the semi-monodromy is simply $r\left(\pi, r_{0}\right)$ in the proof above. Since $\mathcal{P}_{\varepsilon}=\mathcal{Q}_{1, \varepsilon}^{\circ 2}$, the semi-monodromy has the form

$$
\mathcal{Q}_{0}^{c_{1}}(w)=-\mathrm{e}^{\pi \varepsilon} w \pm \mathrm{e}^{\pi \varepsilon}(\pi+O(\varepsilon)) w^{3}+o\left(w^{3}\right)
$$

Proposition 4.5. The (complex) Poincaré monodromy $\mathcal{P}_{\varepsilon}$ sends the real line into itself, provided the parameter be real. In particular, the complex monodromy of the system (2.2) is the complexification of the Poincaré first return map of the family (2.3).

Proof. Let $\varepsilon \in \mathbb{R}$ be given and take an orbit $\gamma$ of the system (2.2) (for real time) starting at the point $z_{0}=w_{0} \in \Sigma$ and returning to a point $z_{1}=w_{1} \in \Sigma$ close to $w_{0}: w_{1}=\mathcal{P}_{\varepsilon}\left(w_{0}\right)$. If $z_{0}=\overline{w_{0}}$, the real trajectory of this point coincides with $\gamma$ (which is then contained in $\mathbb{R}^{2}$ ). Hence $z_{1}=\overline{w_{1}}$ because the flow is real for real values of the parameter (that is, the orbits starting at real initial conditions are contained in $\Sigma^{+}$, due to the real character of the family). Therefore,

$$
\mathcal{P}_{\varepsilon}\left(z_{0}\right)=z_{1}=\overline{w_{1}}=\overline{\mathcal{P}_{\varepsilon}\left(w_{0}\right)}=\overline{\mathcal{P}_{\varepsilon}\left(\overline{z_{0}}\right)} .
$$

Since $\mathcal{P}_{\varepsilon}$ depends analytically on $\varepsilon$ the Schwarz reflection principle implies that $\mathcal{P}_{\varepsilon}$ is a real germ.

Denote by $f(x, \varepsilon)$ the displacement function $f=\mathcal{P}_{\varepsilon}-i d$ for some choice of a cross-section, say, the semiaxis $\mathbb{R}_{+}=\{y=0, x>0\}$, and an analytic chart $x$ on this cross-section. By definition, sufficiently small limit cycles of the system (2.2) intersect $\mathbb{R}_{+}$at isolated zeros of $f$. The map (4.1) can easily be analyzed for sufficiently small $r_{0}$ and $|\varepsilon|$. For instance, if the sign of the system is $s=-1$, there is a neighborhood of the origin in which the map has only a trivial fixed point for small $\varepsilon<0$ and an extra fixed point $\sqrt{\varepsilon}+\ldots$ for small $\varepsilon>0$. The stability of the fixed points is also easily obtained from (4.1). Taking into account that a positive fixed point of the map corresponds to a limit cycle of the system, we can conclude that system (4.2) with any $O\left(|w|^{4}\right)$ terms has a unique (stable) limit cycle bifurcating from the origin and existing for $\varepsilon>0$. If $s=+1$ an unstable limit cycle appears on $\varepsilon<0$. Thus, generically the family (2.2) undergoes a Hopf bifurcation, see Fig. 1.

## 5. BLOW-UP OF THE FOLIATION

To describe the geometry of the foliation of the system, equations (2.2) are blown-up by the complex standard monoidal map (3.3). The blow-up space is equipped with the two charts $\left(V_{1}, c_{1}\right)$ and $\left(V_{2}, c_{2}\right)$ which overlap around the equator of the Riemann sphere. The complex equilibrium at zero in $(z, w)$ coordinates splits in two singularities located at $Z=0$ and $Z=\infty$ on $\mathbb{P}^{1}$ and those points correspond to $u=+\mathrm{i}$ and $u=-\mathrm{i}$ in the real chart $(x, u)$, see Fig. 3. Inasmuch as the singularity is non-dicritical, the projective line is a common separatrix in the two charts of the blow-up space.

The pullback of (2.2) by the map $c_{1}$ yields a system of differential equations in the chart $(Z, w)$ :

$$
\begin{align*}
\frac{\mathrm{d} Z}{\mathrm{~d} t} & =2 \mathrm{i} Z+\sum_{j+k \geq 4}\left(a_{j k}(\varepsilon)-\overline{a_{k+1, j-1}(\bar{\varepsilon})}\right) Z^{j} w^{k+j-1} \\
\frac{\mathrm{~d} w}{\mathrm{~d} t} & =(\varepsilon-\mathrm{i}) w+s w^{3} Z+\sum_{j+k \geq 4} \overline{a_{j k}(\bar{\varepsilon})} Z^{k} w^{j+k} \tag{5.1}
\end{align*}
$$

The vector field determined by the right-hand side of this equation will be denoted by $\mathbf{F}_{1, \varepsilon}$ in the sequel.

The pullback of (2.2) by the map $c_{2}$ yields a system of differential equations in the chart $(W, z)$ :

$$
\begin{align*}
& \frac{\mathrm{d} W}{\mathrm{~d} t}=-2 \mathrm{i} W+\sum_{j+k \geq 4}\left(\overline{a_{j k}(\bar{\varepsilon})}-a_{k+1, j-1}(\varepsilon)\right) W^{j} z^{k+j-1}  \tag{5.2}\\
& \frac{\mathrm{~d} z}{\mathrm{~d} t}=(\varepsilon+\mathrm{i}) z+s z^{3} W+\sum_{j+k \geq 4} a_{j k}(\varepsilon) W^{k} z^{j+k}
\end{align*}
$$

The vector field determined by this system will be denoted by $\mathbf{F}_{2, \varepsilon}$. These vector fields are generic unfoldings of complex resonant saddle points with the ratio of eigenvalues equal to -2 and $-\frac{1}{2}$ respectively [2]. The equilibria are located exactly at $\pm i$ on the exceptional divisor.

We now investigate how the vector fields $\mathbf{F}_{1, \varepsilon}, \mathbf{F}_{2, \varepsilon}$ in the blow-up are related by the $\mathbb{Z}_{2}$-equivariance of the vector field in the usual chart. In the complex blow-up space, the real plane embeds as the Möbius strip $\mathfrak{M}=\varrho^{*} \Sigma^{+}$. This pullback can be explicitly parametrized in terms of the complex charts. For instance in $(Z, w)$ coordinates the strip $\mathfrak{M}=\left\{Z=\frac{\bar{w}}{w}\right\}$, whereas $\mathfrak{M}=$ $\left\{W=\frac{\bar{z}}{z}\right\}$ in the other chart. Hence, such a surface can be seen as the embedding $\mathbb{R}^{2} \backslash\{0\} \hookrightarrow \mathbb{R}^{4} \backslash\{0\}$

$$
(x, y) \mapsto\left(\frac{x^{2}-y^{2}}{x^{2}+y^{2}}, \frac{2 x y}{x^{2}+y^{2}}, x,-y\right)
$$

Indeed, points in polar form $\left(\mathrm{e}^{\mathrm{i} \theta}, r \mathrm{e}^{-\mathrm{i} \frac{\theta}{2}}\right) \in \mathbb{R} P^{1} \times \mathbb{R}^{2}$ are in 1-to-1 correspondence with points $\left(\frac{\bar{w}}{w}, w\right) \in \mathfrak{M}$ with $\theta \in[0,2 \pi)$. The second component $r \mathrm{e}^{-\mathrm{i} \frac{\theta}{2}}$ corresponds to the direction of a real line $L$ through the origin in the real plane $\mathbb{R}^{2}$. The first component $\mathrm{e}^{\mathrm{i} \theta}$ gives the point of the unit circle (which is homeomorphic to the exceptional real line $\left.\mathbb{R} P^{1} \times\{0\}\right)$ in correspondence with the line $L^{\prime}$ projecting as $L$ on the real plane $\mathbb{R}^{2}$, see Fig. 5. (Evidently, the manifold defined by the coordinates $\left(\mathrm{e}^{\mathrm{i} \theta}, r \mathrm{e}^{-\mathrm{i} \frac{\theta}{2}}\right)$ is non-orientable).

This formulation makes clear that the real Möbius strip $\mathfrak{M}$ is invariant under the change of charts: $\varphi(\mathfrak{M})=\mathfrak{M}$. Indeed, $\varphi\left(\frac{\bar{w}}{w}, w\right)=\left(\frac{w}{\bar{w}}, \bar{w}\right)=\left(\frac{\bar{z}}{z}, z\right)$


Fig. 5 - The real Möbius strip in complex coordinates.
provided $z=\bar{w}$. Notice that the absolute value of the first coordinate is always 1. The real Möbius strip $\mathfrak{M}$ is then strictly contained in the product $\mathbb{R} P^{1} \times \mathbb{R}^{2}$. The latter is given in complex charts by $\{|Z|=1\}=\{|W|=1\}$ within the product $\mathbb{P}^{1} \times \mathbb{C}^{2}$, and by $\{|z|=|w|\}$ in ambient coordinates $(z, w)$. Further, $\mathfrak{M} \subsetneq \mathbb{R} P^{1} \times \mathbb{R}^{2}$ (properly) as real spaces. The real dimension of $\mathbb{R} P^{1} \times \mathbb{R}^{2}$ is 3 and this product is topologically equivalent to the product $\mathbb{S}^{1} \times \mathbb{R}^{2}$ in the blow-up space.

Proposition 5.1. Denote by $\tau$ the involution $(z, w) \mapsto(\bar{z}, \bar{w})$. The $\mathbb{Z}_{2^{-}}$ equivariance (2.1) of the family (2.2) is equivalent to the symmetric equations

$$
\begin{align*}
& \mathbf{F}_{1, \varepsilon}=\tau \circ \varphi \circ \mathbf{F}_{1, \bar{\varepsilon}} \circ \varphi \circ \tau, \\
& \mathbf{F}_{2, \varepsilon}=\tau \circ \varphi \circ \mathbf{F}_{2, \bar{\varepsilon}} \circ \varphi \circ \tau . \tag{5.3}
\end{align*}
$$

Inasmuch as (3.2) is an involution, this yields $\mathbf{F}_{1, \varepsilon}=\tau \circ \mathbf{F}_{2, \bar{\varepsilon}} \circ \tau$.

Proof. Inasmuch as $\tau_{*}=\tau$ and $\sigma_{*}=\sigma$ (the differentials are computed in $\mathbb{R}^{4}$ ), the $\mathbb{Z}_{2}$-equivariance of the family $\mathbf{F}_{\varepsilon}$ yields

$$
\begin{aligned}
\mathbf{F}_{1, \varepsilon} & =\left(c_{1}^{-1}\right)_{*} \mathbf{F}_{\varepsilon} \circ c_{1} \\
& =\left(c_{1}^{-1}\right)_{*}\left(\sigma \circ \mathbf{F}_{\bar{\varepsilon}} \circ \sigma\right) \circ c_{1} \\
& =c_{1}^{-1} \circ \sigma \circ \mathbf{F}_{\bar{\varepsilon}} \circ \sigma \circ c_{1} .
\end{aligned}
$$

But $c_{1}^{-1} \circ \sigma=\tau \circ c_{2}^{-1}$ and $\sigma \circ c_{1}=c_{1} \circ \varphi \circ \tau$. Thus

$$
\begin{aligned}
\mathbf{F}_{1, \varepsilon} & =\left(\tau \circ c_{2}^{-1}\right)_{*} \mathbf{F}_{\bar{\varepsilon}} \circ c_{1} \circ \varphi \circ \tau \\
& =(\tau \circ \varphi)_{*}\left(c_{1}^{-1}\right)_{*} \mathbf{F}_{\bar{\varepsilon}} \circ c_{1} \circ \varphi \circ \tau \\
& =\tau \circ \varphi \circ \mathbf{F}_{1, \bar{\varepsilon}} \circ \varphi \circ \tau .
\end{aligned}
$$

In analogous way we prove the other identity and the converse statement.
Equations (5.3) are referred to as the real character in the blow-up of the family $\mathbf{F}_{\varepsilon}$.

Corollary 5.2. The $\mathbb{Z}_{2}$-equivariance is expressed by the invariance of the real Möbius strip $\mathfrak{M}$ under the flows of the systems (5.1) and (5.2) for real values of the parameter.

## 6. COMPLEX HOLONOMIES

In general, the holonomy map between two complex lines through zero in $\mathbb{C}^{2}, \Sigma_{a}=\{Z=a\}$ and $\Sigma_{b}=\left\{Z=\mu_{b}\right\}$ is obtained as follows [14]. We lift the radial path defined by the segment between the intersection of the fiber $\Sigma_{a}$ with the exceptional divisor (the common separatrix of the foliations of the two charts), and the unit circle $\mathbb{S}^{1}$. We continue the lifting along $\mathbb{S}^{1}$ in the counterclockwise direction. Finally, we lift the radial path defined by the segment between the intersection of the fiber $\Sigma_{b}$ with the separatrix, and the unit circle $\mathbb{S}^{1}$.

In particular, the holonomy map sends $\mathfrak{M}$ into itself and it is, hence, intrinsically real. In either chart, the counterclockwise direction (with respect to the real equator of the Riemann sphere) will be the positive orientation, and the clockwise direction, the negative orientation. The direction of the parametrization of the two radial segments depends on whether the modulus of the projection of the fibers on the separatrix, namely $|a|$ and $|b|$, are greater or smaller than 1 . In the picture above $|a|,|b|<1$.

If $a=b=1$, then the holonomy map coincides with the semimonodromy $\mathcal{Q}_{1, \varepsilon}$ (the semi-monodromy of the field (5.1) for the section $\Sigma$ in the first chart of the blow-up). Likewise, the holonomy map of the field (5.2) coincides $\mathcal{Q}_{2, \varepsilon}$ provided $a=b=1$.

Corollary 6.1. The holonomies $\mathcal{Q}_{1, \varepsilon}$ and $\mathcal{Q}_{2, \varepsilon}$ are the inverse of each other.

Proof. The equator $\mathbb{R} P^{1}$ is positively parametrized by $\left(\mathrm{e}^{\mathrm{i} \theta}, 0\right), \theta \in[0,2 \pi)$ in the first chart of the blow-up. The lifting of this loop in the leaf of the foliation induced by (5.1) through the point $w_{0} \in \Sigma$ is given by the trajectory
$\gamma=\left\{\left(\mathrm{e}^{\mathrm{i} \theta}, w(\theta)\right): \theta \in[0,2 \pi)\right\}$, where $w$ is the only curve of the field (5.1) satisfying $w(0)=w_{0}$.

Consider, on the other hand, the lifting of the loop ( $\mathrm{e}^{\mathrm{i} \phi}, 0$ ), $\phi \in[0,2 \pi$ ) in the leaf of the foliation induced by (5.2) starting at the point $w(2 \pi) \in \Sigma$ and positively oriented (i.e. oriented in the counter-clockwise direction) in the second chart of the blow-up. Such a lifting is given by $\left(\mathrm{e}^{\mathrm{i} \phi}, z(\phi)\right)$, where $z$ is the only curve satisfying $z(0)=w(2 \pi)$. Since (5.2) is the pullback of (5.1) by the transition (3.2), the trajectory $\gamma^{-}=\left\{\varphi\left(\mathrm{e}^{\mathrm{i} \theta}, w(\theta)\right)=\left(\mathrm{e}^{-\mathrm{i} \theta}, \mathrm{e}^{\mathrm{i} \theta} w(\theta)\right)\right.$ : $\theta \in[0,2 \pi)\}$ is a well-defined lifting in the leaf of the foliation induced by (5.2) passing through the point $(1, w(2 \pi))$. However, such a lifting is negatively parametrized (i.e., it is oriented in the clock-wise direction) in the second chart of the blow-up space, because the transition $\varphi$ reverses the orientation along the equator. Changing the parametrization by $\theta \mapsto 2 \pi-\phi$ yields a trajectory $\gamma^{+}=\left\{\left(\mathrm{e}^{\mathrm{i} \phi}, \mathrm{e}^{-\mathrm{i} \phi} w(2 \pi-\phi)\right): \phi \in[0,2 \pi)\right\}$ which starts at $w(2 \pi)$. This path is positively oriented in the second chart of the blow-up. Hence, by unicity of solutions in polar coordinates (with the initial condition $w(2 \pi)$ ), we have that $z(\phi) \equiv \mathrm{e}^{-\mathrm{i} \phi} w(2 \pi-\phi)$. Thus,

$$
\mathcal{Q}_{2, \varepsilon} \circ \mathcal{Q}_{1, \varepsilon}\left(w_{0}\right)=\mathcal{Q}_{2, \varepsilon}(w(2 \pi))=\mathcal{Q}_{2, \varepsilon}(z(0))=z(2 \pi)=w(0)=w_{0}
$$

and the conclusion follows.
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