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1. INTRODUCTION

Fractional differential equations describe many phenomena in several fields
of engineering and scientific disciplines such as physics, biophysics, chemistry,
biology (for example, the primary infection with HIV), economics, control the-
ory, signal and image processing, thermoelasticity, aerodynamics, viscoelastic-
ity, electromagnetics, and rheology (see the books [3, 4, 19, 20, 26–28], and the
papers [2,5–8,24,25,30]). Fractional differential equations are also regarded as
a better tool for the description of hereditary properties of various materials
and processes than the corresponding integer order differential equations.

In this paper we consider the system of nonlinear ordinary fractional
differential equations with r1-Laplacian and r2-Laplacian operators

(1)

{
Dα1

0+(ϕr1(Dβ1
0+x(t))) + λf(t, x(t), y(t)) = 0, t ∈ (0, 1),

Dα2
0+(ϕr2(Dβ2

0+y(t))) + µg(t, x(t), y(t)) = 0, t ∈ (0, 1),
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with the integral boundary conditions

(2)



x(j)(0) = 0, j = 0, . . . , n− 2; Dβ1
0+x(0) = 0,

Dγ0
0+x(1) =

p∑
i=1

∫ 1

0
Dγi

0+x(t) dHi(t),

y(j)(0) = 0, j = 0, . . . ,m− 2; Dβ2
0+y(0) = 0,

Dδ0
0+y(1) =

q∑
i=1

∫ 1

0
Dδi

0+y(t) dKi(t),

where α1, α2 ∈ (0, 1], β1 ∈ (n − 1, n], β2 ∈ (m − 1,m], n, m ∈ N, n, m ≥ 3,
p, q ∈ N, γi ∈ R for all i = 0, 1, . . . , p, 0 ≤ γ1 < γ2 < · · · < γp ≤ γ0 < β1 − 1,
γ0 ≥ 1, δi ∈ R for all i = 0, 1, . . . , q, 0 ≤ δ1 < δ2 < · · · < δq ≤ δ0 < β2 − 1,
δ0 ≥ 1, r1, r2 > 1, ϕri(s) = |s|ri−2s, ϕ−1

ri = ϕ%i ,
1
ri

+ 1
%i

= 1, i = 1, 2,
λ, µ > 0, f, g ∈ C([0, 1] × [0,∞) × [0,∞), [0,∞)), the integrals from (2) are
Riemann-Stieltjes integrals with Hi, i = 1, . . . , p and Ki, i = 1, · · · , q functions
of bounded variation, and Dk

0+ denotes the Riemann-Liouville derivative of
order k (for k = α1, β1, α2, β2, γi for i = 0, 1, . . . , p, δi for i = 0, 1, . . . , q).

Under some assumptions on the functions f and g, we present intervals
for the parameters λ and µ such that positive solutions of problem (1),(2)
exist. By a positive solution of problem (1),(2) we mean a pair of functions
(x, y) ∈ (C([0, 1], [0,∞)))2, satisfying the system (1) and the boundary con-
ditions (2) with x(t) > 0 for all t ∈ (0, 1], or y(t) > 0 for all t ∈ (0, 1]. The
nonexistence of positive solutions for the above problem is also investigated.
The problem (1),(2) is a generalization of the problem studied in [22]. Indeed,
if p = 1, q = 1, γ0 = p1, γ1 = q1, δ0 = p2, δ1 = q2, H1 is a step function given by
H1(t) = {0, t ∈ [0, ξ1); a1, t ∈ [ξ1, ξ2); a1 + a2, t ∈ [ξ2, ξ3); . . . ;

∑N
i=1 ai, t ∈

[ξN , 1]}, and K1 is a step function given by K1(t) = {0, t ∈ [0, η1); b1, t ∈
[η1, η2); b1 + b2, t ∈ [η2, η3); . . . ;

∑M
i=1 bi, t ∈ [ηM , 1]}, then the boundary con-

ditions (2) become the multi-point boundary conditions (BC) from [22]. Sys-
tems with fractional differential equations without p-Laplacian operators, sub-
ject to various multi-point or Riemann-Stieltjes integral boundary conditions
were studied in the last years in [10] – [18], [21], [23], [29], [31] – [33].

The paper is organized as follows. In Section 2, we investigate two
nonlocal boundary value problems for fractional differential equations with
p-Laplacian operators, and we present some properties of the associated Green
functions. Section 3 contains the main existence theorems for the positive
solutions with respect to a cone for our problem (1),(2), based on the Guo-
Krasnosel’skii fixed point theorem (see [9]). In Section 4, we study the nonex-
istence of positive solutions of (1),(2), and in Section 5, an example is given to
illustrate our results.
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2. PRELIMINARY RESULTS

First we consider the nonlinear fractional differential equation

(3) Dα1
0+(ϕr1(Dβ1

0+x(t))) + h(t) = 0, t ∈ (0, 1),

with the boundary conditions

(4)


x(j)(0) = 0, j = 0, . . . , n− 2; Dβ1

0+x(0) = 0,

Dγ0
0+x(1) =

p∑
i=1

∫ 1

0
Dγi

0+x(t) dHi(t),

where α1 ∈ (0, 1], β1 ∈ (n − 1, n], n ∈ N, n ≥ 3, p ∈ N, γi ∈ R for all
i = 0, 1, . . . , p, 0 ≤ γ1 < γ2 < · · · < γp ≤ γ0 < β1 − 1, γ0 ≥ 1, Hi, i = 1, . . . , p
are bounded variation functions, and h ∈ C[0, 1].

If we denote by ϕr1(Dβ1
0+x(t)) = u(t), then problem (3),(4) is equivalent

to the following two boundary value problems

(5) Dα1
0+u(t) + h(t) = 0, 0 < t < 1; u(0) = 0,

and

(6)


Dβ1

0+x(t) = ϕ%1u(t), 0 < t < 1;

x(j)(0) = 0, j = 0, . . . , n− 2; Dγ0
0+x(1) =

p∑
i=1

∫ 1

0
Dγi

0+x(t) dHi(t).

For the first problem (5), the function

(7) u(t) = −Iα1
0+h(t) = − 1

Γ(α1)

∫ t

0
(t− s)α1−1h(s) ds, t ∈ [0, 1],

is the unique solution u ∈ C[0, 1] of (5).

For the second problem (6), if

∆1 =
Γ(β1)

Γ(β1 − γ0)
−

p∑
i=1

Γ(β1)

Γ(β1 − γi)
×
∫ 1

0
sβ1−γi−1 dHi(s) 6= 0,

then by Lemma 2.2 from [1], we deduce that the function

(8) x(t) = −
∫ 1

0
G1(t, s)ϕ%1u(s) ds, t ∈ [0, 1],

is the unique solution x ∈ C[0, 1] of problem (6). Here the Green function G1

is given by

(9) G1(t, s) = g1(t, s) +
tβ1−1

∆1

p∑
i=1

(∫ 1

0
g2i(τ, s) dHi(τ)

)
, t, s ∈ [0, 1],
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with

(10)

g1(t, s) =
1

Γ(β1)


tβ1−1(1− s)β1−γ0−1 − (t− s)β1−1,

0 ≤ s ≤ t ≤ 1,
tβ1−1(1− s)β1−γ0−1, 0 ≤ t ≤ s ≤ 1,

g2i(t, s) =
1

Γ(β1 − γi)


tβ1−γi−1(1− s)β1−γ0−1 − (t− s)β1−γi−1,

0 ≤ s ≤ t ≤ 1,
tβ1−γi−1(1− s)β1−γ0−1, 0 ≤ t ≤ s ≤ 1,

i = 1, . . . , p.

Therefore by (7) and (8) we obtain the following lemma.

Lemma 1. If ∆1 6= 0, then the function

(11) x(t) =

∫ 1

0
G1(t, s)ϕ%1(Iα1

0+h(s)) ds, t ∈ [0, 1],

is the unique solution x ∈ C[0, 1] of problem (3),(4).

Next we consider the nonlinear fractional differential equation

(12) Dα2
0+(ϕr2(Dβ2

0+y(t))) + k(t) = 0, t ∈ (0, 1),

with the boundary conditions

(13)


y(j)(0) = 0, j = 0, . . . ,m− 2; Dβ2

0+y(0) = 0,

Dδ0
0+y(1) =

q∑
i=1

∫ 1

0
Dδi

0+y(t) dKi(t),

where α2 ∈ (0, 1], β2 ∈ (m − 1,m], m ∈ N, m ≥ 3, q ∈ N, δi ∈ R for all
i = 0, . . . , q, 0 ≤ δ1 < δ2 < · · · < δq ≤ δ0 < β2 − 1, δ0 ≥ 1, Ki, i = 1, . . . , q are
bounded variation functions, and k ∈ C[0, 1].

We denote by

∆2 =
Γ(β2)

Γ(β2 − δ0)
−

q∑
i=1

Γ(β2)

Γ(β2 − δi)

∫ 1

0
sβ2−δi−1 dKi(s),

and by G2, g3, g4i, i = 1, . . . , q the following functions

(14) G2(t, s) = g3(t, s) +
tβ2−1

∆2

q∑
i=1

(∫ 1

0
g4i(τ, s) dKi(τ)

)
, t, s ∈ [0, 1],

with

(15)

g3(t, s) =
1

Γ(β2)


tβ2−1(1− s)β2−δ0−1 − (t− s)β2−1,

0 ≤ s ≤ t ≤ 1,
tβ2−1(1− s)β2−δ0−1, 0 ≤ t ≤ s ≤ 1,

g4i(t, s) =
1

Γ(β2 − δi)


tβ2−δi−1(1− s)β2−δ0−1 − (t− s)β2−δi−1,

0 ≤ s ≤ t ≤ 1,
tβ2−δi−1(1− s)β2−δ0−1, 0 ≤ t ≤ s ≤ 1.
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for i = 1, . . . , q. In a similar manner as above, we obtain the following result.

Lemma 2. If ∆2 6= 0, then the function

(16) y(t) =

∫ 1

0
G2(t, s)ϕ%2(Iα2

0+k(s)) ds, t ∈ [0, 1],

is the unique solution y ∈ C[0, 1] of problem (12),(13).

By using the properties of the functions g1, g2i, i = 1, . . . , p, g3, g4i,
i = 1, . . . , q given by (10) and (15) (see [1] and [12]), we obtain the following
properties of the Green functions G1 and G2 that will be used in the next
sections.

Lemma 3. Assume that Hi : [0, 1]→ R, i = 1, . . . , p, and Ki : [0, 1]→ R,
i = 1, . . . , q are nondecreasing functions and ∆1, ∆2 > 0. Then the Green
functions G1 and G2 given by (9) and (14) have the properties:

a) G1, G2 : [0, 1]× [0, 1]→ [0,∞) are continuous functions;

b) G1(t, s) ≤ J1(s) for all t, s ∈ [0, 1], where J1(s) = h1(s)+
1

∆1

∑p
i=1

∫ 1
0 g2i(τ, s) dHi(τ), and h1(s) = 1

Γ(β1) [(1 − s)β1−γ0−1 − (1 − s)β1−1],

s ∈ [0, 1];

c) G1(t, s) ≥ tβ1−1J1(s) for all t, s ∈ [0, 1];

d) G2(t, s) ≤ J2(s) for all t, s ∈ [0, 1], where J2(s) = h3(s)+
1

∆2

∑q
i=1

∫ 1
0 g4i(τ, s) dKi(τ), and h3(s) = 1

Γ(β2) [(1 − s)β2−δ0−1 − (1 − s)β2−1],

s ∈ [0, 1];

e) G2(t, s) ≥ tβ2−1J2(s) for all t, s ∈ [0, 1].

3. EXISTENCE OF POSITIVE SOLUTIONS

In this section we present sufficient conditions on the functions f, g, and
intervals for the parameters λ, µ such that positive solutions with respect to a
cone for our problem (1),(2) exist.

We present now the assumptions that we will use in the sequel.

(H1) α1, α2 ∈ (0, 1], β1 ∈ (n−1, n], β2 ∈ (m−1,m], n, m ∈ N, n, m ≥ 3, p, q ∈
N, γi ∈ R for all i = 0, 1, . . . , p, 0 ≤ γ1 < γ2 < · · · < γp ≤ γ0 < β1 − 1,
γ0 ≥ 1, δi ∈ R for all i = 0, 1, . . . , q, 0 ≤ δ1 < δ2 < · · · < δq ≤ δ0 < β2−1,
δ0 ≥ 1, Hi, i = 1, . . . , p, Ki, i = 1, . . . , q are nondecreasing functions,
λ, µ > 0, ∆1 > 0, ∆2 > 0, ri > 1, ϕri(s) = |s|ri−2s, ϕ−1

ri = ϕ%i , %i = ri
ri−1 ,

i = 1, 2.

(H2) The functions f, g : [0, 1]× [0,∞)× [0,∞)→ [0,∞) are continuous.
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For [c1, c2] ⊂ [0, 1] with 0 < c1 < c2 ≤ 1, we introduce the following
extreme limits

f s0 = lim sup
x+y→0+

x,y≥0

max
t∈[0,1]

f(t, x, y)

(x+ y)r1−1
, gs0 = lim sup

x+y→0+

x,y≥0

max
t∈[0,1]

g(t, x, y)

(x+ y)r2−1
,

f i0 = lim inf
x+y→0+

x,y≥0

min
t∈[c1,c2]

f(t, x, y)

(x+ y)r1−1
, gi0 = lim inf

x+y→0+

x,y≥0

min
t∈[c1,c2]

g(t, x, y)

(x+ y)r2−1
,

fs∞ = lim sup
x+y→∞
x,y≥0

max
t∈[0,1]

f(t, x, y)

(x+ y)r1−1
, gs∞ = lim sup

x+y→∞
x,y≥0

max
t∈[0,1]

g(t, x, y)

(x+ y)r2−1
,

f i∞ = lim inf
x+y→∞
x,y≥0

min
t∈[c1,c2]

f(t, x, y)

(x+ y)r1−1
, gi∞ = lim inf

x+y→∞
x,y≥0

min
t∈[c1,c2]

g(t, x, y)

(x+ y)r2−1
.

By using Lemma 1 and Lemma 2 (the relations (11) and (16)), (x, y) is
a solution of the following nonlinear system of integral equations

x(t) = λ%1−1

∫ 1

0
G1(t, s)ϕ%1(Iα1

0+f(s, x(s), y(s))) ds, t ∈ [0, 1],

y(t) = µ%2−1

∫ 1

0
G2(t, s)ϕ%2(Iα2

0+g(s, x(s), y(s))) ds, t ∈ [0, 1],

if and only if (x, y) is a solution of problem (1),(2).

We consider the Banach space X = C[0, 1] with the supremum norm ‖ ·‖,
and the Banach space Y = X ×X with the norm ‖(x, y)‖Y = ‖x‖+ ‖y‖. We
define the cones

P1 = {x ∈ X, x(t) ≥ tβ1−1‖x‖, ∀ t ∈ [0, 1]} ⊂ X,
P2 = {y ∈ X, y(t) ≥ tβ2−1‖y‖, ∀ t ∈ [0, 1]} ⊂ X,

and P = P1 × P2 ⊂ Y .

We define now the operators Q1, Q2 : Y → X and Q : Y → Y by

Q1(x, y)(t) = λ%1−1

∫ 1

0
G1(t, s)ϕ%1(Iα1

0+f(s, x(s), y(s))) ds, t ∈ [0, 1],

Q2(x, y)(t) = µ%2−1

∫ 1

0
G2(t, s)ϕ%2(Iα2

0+g(s, x(s), y(s))) ds, t ∈ [0, 1],

and Q(x, y) = (Q1(x, y), Q2(x, y)), (x, y) ∈ Y . Then (x, y) is a solution of
problem (1),(2) if and only if (x, y) is a fixed point of operator Q.

In a similar manner as we proved Lemma 3.1 from [22], we obtain the
next lemma.

Lemma 4. If (H1)− (H2) hold, then Q : P → P is a completely contin-
uous operator.
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For [c1, c2] ⊂ [0, 1] with 0 < c1 < c2 ≤ 1, we denote by

A =
1

(Γ(α1 + 1))%1−1

∫ c2

c1

(s− c1)α1(%1−1)J1(s) ds,

B =
1

(Γ(α1 + 1))%1−1

∫ 1

0
sα1(%1−1)J1(s) ds,

C =
1

(Γ(α2 + 1))%2−1

∫ c2

c1

(s− c1)α2(%2−1)J2(s) ds,

D =
1

(Γ(α2 + 1))%2−1

∫ 1

0
sα2(%2−1)J2(s) ds,

where J1 and J2 are defined in Lemma 3.

First, for fs0 , g
s
0, f

i
∞, g

i
∞ ∈ (0,∞) and numbers α′1, α

′
2 ≥ 0, α̃1, α̃2 > 0

such that α′1 +α′2 = 1 and α̃1 + α̃2 = 1, we define the numbers L1, L2, L3, L4,
L′2, L′4 by

L1 =
1

f i∞

(
α′1
γγ1A

)r1−1

, L2 =
1

fs0

(
α̃1

B

)r1−1

, L3 =
1

gi∞

(
α′2
γγ2C

)r2−1

,

L4 =
1

gs0

(
α̃2

D

)r2−1

, L′2 =
1

fs0B
r1−1

, L′4 =
1

gs0D
r2−1

,

where γ1 = cβ1−1
1 , γ2 = cβ2−1

1 , γ = min{γ1, γ2}.

Theorem 1. Assume that (H1) and (H2) hold, [c1, c2] ⊂ [0, 1] with 0 <
c1 < c2 ≤ 1, α′1, α

′
2 ≥ 0, α̃1, α̃2 > 0 such that α′1 + α′2 = 1, α̃1 + α̃2 = 1.

1) If fs0 , g
s
0, f

i
∞, g

i
∞ ∈ (0,∞), L1 < L2 and L3 < L4, then for each λ ∈

(L1, L2) and µ ∈ (L3, L4) there exists a positive solution (x(t), y(t)), t ∈ [0, 1]
for (1),(2).

2) If fs0 = 0, gs0, f
i
∞, g

i
∞ ∈ (0,∞) and L3 < L′4, then for each λ ∈ (L1,∞)

and µ ∈ (L3, L
′
4) there exists a positive solution (x(t), y(t)), t ∈ [0, 1] for

(1),(2).

3) If gs0 = 0, f s0 , f
i
∞, g

i
∞ ∈ (0,∞) and L1 < L′2, then for each λ ∈

(L1, L
′
2) and µ ∈ (L3,∞) there exists a positive solution (x(t), y(t)), t ∈ [0, 1]

for (1),(2).

4) If fs0 = gs0 = 0, f i∞, g
i
∞ ∈ (0,∞), then for each λ ∈ (L1,∞) and

µ ∈ (L3,∞) there exists a positive solution (x(t), y(t)), t ∈ [0, 1] for (1),(2).

5) If fs0 , g
s
0 ∈ (0,∞) and at least one of f i∞, g

i
∞ is ∞, then for each

λ ∈ (0, L2) and µ ∈ (0, L4) there exists a positive solution (x(t), y(t)), t ∈ [0, 1]
for (1),(2).

6) If fs0 = 0, gs0 ∈ (0,∞) and at least one of f i∞, g
i
∞ is ∞, then for each

λ ∈ (0,∞) and µ ∈ (0, L′4) there exists a positive solution (x(t), y(t)), t ∈ [0, 1]
for (1),(2).
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7) If fs0 ∈ (0,∞), gs0 = 0 and at least one of f i∞, g
i
∞ is ∞, then for each

λ ∈ (0, L′2) and µ ∈ (0,∞) there exists a positive solution (x(t), y(t)), t ∈ [0, 1]
for (1),(2).

8) If fs0 = gs0 = 0 and at least one of f i∞, g
i
∞ is ∞, then for each λ ∈

(0,∞) and µ ∈ (0,∞) there exists a positive solution (x(t), y(t)), t ∈ [0, 1] for
(1),(2).

Proof. We consider the above cone P ⊂ Y and the operators Q1, Q2 and
Q. Because the proofs of the above cases are similar, in what follows we will
prove one of them, namely Case 2). We have fs0 = 0, gs0, f

i
∞, g

i
∞ ∈ (0,∞)

and L3 < L′4. Let λ ∈ (L1,∞) and µ ∈ (L3, L
′
4). We consider the numbers

α̃′2 ∈ (D(µgs0)%2−1, 1) and α̃′1 = 1 − α̃′2. The choise of α̃′2 is possible because
µ < 1/(gs0D

r2−1). Let ε > 0 such that ε < f i∞, ε < gi∞ and

1

f i∞ − ε

(
α′1
γγ1A

)r1−1

≤ λ ≤ 1

ε

(
α̃′1
B

)r1−1

,

1

gi∞ − ε

(
α′2
γγ2C

)r2−1

≤ µ ≤ 1

gs0 + ε

(
α̃′2
D

)r2−1

.

By using (H2) and the definitions of fs0 and gs0, we deduce that there
exists R1 > 0 such that

f(t, x, y) ≤ ε(x+ y)r1−1, g(t, x, y) ≤ (gs0 + ε)(x+ y)r2−1,

for all t ∈ [0, 1] and x, y ≥ 0, x+ y ≤ R1.
We define the set Ω1 = {(x, y) ∈ Y, ‖(x, y)‖Y < R1}. Now let (x, y) ∈

P ∩∂Ω1, that is (x, y) ∈ P with ‖(x, y)‖Y = R1 or equivalently ‖x‖+‖y‖ = R1.
Then x(t) + y(t) ≤ R1 for all t ∈ [0, 1], and by Lemma 3, we obtain

Q1(x, y)(t) ≤ λ%1−1

∫ 1

0
J1(s)ϕ%1

(
1

Γ(α1)

∫ s

0
(s− τ)α1−1f(τ, x(τ), y(τ)) dτ

)
ds

≤ λ%1−1

∫ 1

0
J1(s)ϕ%1

(
1

Γ(α1)

∫ s

0
(s− τ)α1−1ε(x(τ) + y(τ))r1−1 dτ

)
ds

≤ λ%1−1ε%1−1

∫ 1

0
J1(s)ϕ%1

(
1

Γ(α1)

∫ s

0
(s− τ)α1−1(‖x‖+ ‖y‖)r1−1 dτ

)
ds

= λ%1−1ε%1−1(‖x‖+ ‖y‖)
∫ 1

0
J1(s)ϕ%1

(
1

Γ(α1)

∫ s

0
(s− τ)α1−1 dτ

)
ds

= λ%1−1ε%1−1‖(x, y)‖Y
∫ 1

0
J1(s)ϕ%1

(
sα1

Γ(α1 + 1)

)
ds

= λ%1−1ε%1−1‖(x, y)‖Y
∫ 1

0
J1(s)

1

(Γ(α1 + 1))%1−1
sα1(%1−1) ds

= λ%1−1ε%1−1B‖(x, y)‖Y ≤ α̃′1‖(x, y)‖Y , ∀ t ∈ [0, 1].

Therefore we have ‖Q1(x, y)‖ ≤ α̃′1‖(x, y)‖Y .
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In a similar manner, we conclude

Q2(x, y)(t) ≤ µ%2−1(gs0 + ε)%2−1D‖(x, y)‖Y ≤ α̃′2‖(x, y)‖Y , ∀ t ∈ [0, 1].

Hence we get ‖Q2(x, y)‖ ≤ α̃′2‖(x, y)‖Y .
Then for (x, y) ∈ P ∩ ∂Ω1, we deduce

(17)
‖Q(x, y)‖Y =‖Q1(x, y)‖+ ‖Q2(x, y)‖≤ α̃′1‖(x, y)‖Y + α̃′2‖(x, y)‖Y =‖(x, y)‖Y .

Next, by the definitions of f i∞ and gi∞ there exists R2 > 0 such that

f(t, x, y) ≥ (f i∞ − ε)(x+ y)r1−1, g(t, x, y) ≥ (gi∞ − ε)(x+ y)r2−1,

for all t ∈ [c1, c2] and x, y ≥ 0, x+ y ≥ R2.

We consider R2 = max{2R1, R2/γ} and we define the set Ω2 = {(x, y) ∈
Y, ‖(x, y)‖Y < R2}. Then for (x, y) ∈ P ∩ ∂Ω2, we obtain

x(t) + y(t) ≥ mint∈[c1,c2] t
β1−1‖x‖+ mint∈[c1,c2] t

β2−1‖y‖
= cβ1−1

1 ‖x‖+ cβ2−1
1 ‖y‖ = γ1‖x‖+ γ2‖y‖ ≥ γ‖(x, y)‖Y

= γR2 ≥ R2, ∀ t ∈ [c1, c2].

Then, by Lemma 3, we conclude

Q1(x, y)(c1) ≥ λ%1−1

∫ 1

0
cβ1−1

1 J1(s)ϕ%1(Iα1
0+f(s, x(s), y(s))) ds

≥ λ%1−1γ1

∫ c2

c1

J1(s)ϕ%1

(
1

Γ(α1)

∫ s

c1

(s− τ)α1−1f(τ, x(τ), y(τ)) dτ

)
ds

≥ λ%1−1γ1

∫ c2

c1

J1(s)ϕ%1

(
1

Γ(α1)

∫ s

c1

(s− τ)α1−1(f i∞ − ε)(x(τ) + y(τ))r1−1 dτ

)
ds

≥ λ%1−1γ1

∫ c2

c1

J1(s)ϕ%1

(
1

Γ(α1)

∫ s

c1

(s− τ)α1−1(f i∞ − ε)(γ‖(x, y)‖Y )r1−1dτ

)
ds

= λ%1−1γ1(f i∞ − ε)%1−1γ‖(x, y)‖Y
∫ c2

c1

J1(s)ϕ%1

(
1

Γ(α1)

∫ s

c1

(s− τ)α1−1 dτ

)
ds

= λ%1−1γ1(f i∞ − ε)%1−1γ‖(x, y)‖Y
∫ c2

c1

J1(s)ϕ%1

(
(s− c1)α1

Γ(α1 + 1)

)
ds

= γγ1λ
%1−1(f i∞ − ε)%1−1‖(x, y)‖Y

∫ c2

c1

J1(s)
1

(Γ(α1 + 1))%1−1
(s− c1)α1(%1−1)ds

= γγ1λ
%1−1(f i∞ − ε)%1−1A‖(x, y)‖Y ≥ α′1‖(x, y)‖Y .

Therefore we obtain ‖Q1(x, y)‖ ≥ Q1(x, y)(c1) ≥ α′1‖(x, y)‖Y .

In a similar manner, we deduce

Q2(x, y)(c1) ≥ γγ2µ
%2−1(gi∞ − ε)%2−1C‖(x, y)‖Y ≥ α′2‖(x, y)‖Y ,

and then ‖Q2(x, y)‖ ≥ Q2(x, y)(c1) ≥ α′2‖(x, y)‖Y .
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Then for (x, y) ∈ P ∩ ∂Ω2, we obtain

(18) ‖Q(x, y)‖Y = ‖Q1(x, y)‖+ ‖Q2(x, y)‖ ≥ (α′1 +α′2)‖(x, y)‖Y = ‖(x, y)‖Y .

By using Lemma 4, the relations (17), (18) and the Guo-Krasnosel’skii
fixed point theorem, we conclude that the operator Q has a fixed point (x, y) ∈
P ∩ (Ω2 \ Ω1), so x(t) ≥ tβ1−1‖x‖, y(t) ≥ tβ2−1‖y‖ for all t ∈ [0, 1] and
R1 ≤ ‖x‖+ ‖y‖ ≤ R2. If ‖x‖ > 0 then x(t) > 0 for all t ∈ (0, 1], and if ‖y‖ > 0
then y(t) > 0 for all t ∈ (0, 1]. Hence (x(t), y(t)), t ∈ [0, 1] is a positive solution
of problem (1),(2).

In what follows, for f i0, g
i
0, f

s
∞, g

s
∞ ∈ (0,∞) and numbers α′1, α

′
2 ≥ 0,

α̃1, α̃2 > 0 such that α′1 + α′2 = 1 and α̃1 + α̃2 = 1, we define the numbers

L̃1, L̃2, L̃3, L̃4, L̃′2 and L̃′4 by

L̃1 =
1

f i0

(
α′1
γγ1A

)r1−1

, L̃2 =
1

fs∞

(
α̃1

B

)r1−1

, L̃3 =
1

gi0

(
α′2
γγ2C

)r2−1

,

L̃4 =
1

gs∞

(
α̃2

D

)r2−1

, L̃′2 =
1

fs∞B
r1−1

, L̃′4 =
1

gs∞D
r2−1

.

Theorem 2. Assume that (H1) and (H2) hold, [c1, c2] ⊂ [0, 1] with 0 <
c1 < c2 ≤ 1, α′1, α

′
2 ≥ 0, α̃1, α̃2 > 0 such that α′1 + α′2 = 1, α̃1 + α̃2 = 1.

1) If f i0, g
i
0, f

s
∞, g

s
∞ ∈ (0,∞), L̃1 < L̃2 and L̃3 < L̃4, then for each λ ∈

(L̃1, L̃2) and µ ∈ (L̃3, L̃4) there exists a positive solution (x(t), y(t)), t ∈ [0, 1]
for (1),(2).

2) If f i0, g
i
0, f

s
∞ ∈ (0,∞), gs∞ = 0 and L̃1 < L̃′2, then for each λ ∈

(L̃1, L̃
′
2) and µ ∈ (L̃3,∞) there exists a positive solution (x(t), y(t)), t ∈ [0, 1]

for (1),(2).
3) If f i0, g

i
0, g

s
∞ ∈ (0,∞), fs∞ = 0 and L̃3 < L̃′4, then for each λ ∈ (L̃1,∞)

and µ ∈ (L̃3, L̃
′
4) there exists a positive solution (x(t), y(t)), t ∈ [0, 1] for

(1),(2).
4) If f i0, g

i
0 ∈ (0,∞), fs∞ = gs∞ = 0, then for each λ ∈ (L̃1,∞) and

µ ∈ (L̃3,∞) there exists a positive solution (x(t), y(t)), t ∈ [0, 1] for (1),(2).
5) If fs∞, g

s
∞ ∈ (0,∞) and at least one of f i0, g

i
0 is ∞, then for each

λ ∈ (0, L̃2) and µ ∈ (0, L̃4) there exists a positive solution (x(t), y(t)), t ∈ [0, 1]
for (1),(2).

6) If fs∞ ∈ (0,∞), gs∞ = 0 and at least one of f i0, g
i
0 is ∞, then for each

λ ∈ (0, L̃′2) and µ ∈ (0,∞) there exists a positive solution (x(t), y(t)), t ∈ [0, 1]
for (1),(2).

7) If fs∞ = 0, gs∞ ∈ (0,∞) and at least one of f i0, g
i
0 is ∞, then for each

λ ∈ (0,∞) and µ ∈ (0, L̃′4) there exists a positive solution (x(t), y(t)), t ∈ [0, 1]
for (1),(2).
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8) If fs∞ = gs∞ = 0 and at least one of f i0, g
i
0 is∞, then for each λ ∈ (0,∞)

and µ ∈ (0,∞) there exists a positive solution (x(t), y(t)), t ∈ [0, 1] for (1),(2).

Proof. We consider the cone P ⊂ Y and the operators Q1, Q2 and Q
defined at the beginning of this section. Because the proofs of the above cases
are similar, in what follows we will prove one of them, namely Case 6). We
consider fs∞ ∈ (0,∞), gs∞ = 0, and f i0 = ∞. Let λ ∈ (0, L̃′2) and µ ∈ (0,∞).
We choose α̃′1 ∈ (B(λfs∞)%1−1, 1) and α̃′2 = 1− α̃′1, and let ε > 0 such that

ε

(
1

γγ1A

)r1−1

≤ λ ≤ 1

f s∞ + ε

(
α̃′1
B

)r1−1

, µ ≤ 1

ε

(
α̃′2
D

)r2−1

.

By (H2) and the definition of f i0 we deduce that there exists R3 > 0 such
that

f(t, x, y) ≥ 1

ε
(x+ y)r1−1, ∀ t ∈ [c1, c2], x, y ≥ 0, x+ y ≤ R3.

We denote by Ω3 = {(x, y) ∈ Y, ‖(x, y)‖Y < R3}. Let (x, y) ∈ P with
‖(x, y)‖Y = R3, that is ‖x‖+ ‖y‖ = R3. Because x(t) + y(t) ≤ ‖x‖+ ‖y‖ = R3

for all t ∈ [0, 1], then by Lemma 3 we obtain

Q1(x, y)(c1) ≥ λ%1−1

∫ 1

0
cβ1−1

1 J1(s)ϕ%1(Iα1
0+f(s, x(s), y(s))) ds

≥ λ%1−1cβ1−1
1

∫ c2

c1

J1(s)ϕ%1

(
1

Γ(α1)

∫ s

c1

(s− τ)α1−1f(τ, x(τ), y(τ)) dτ

)
ds

≥ λ%1−1cβ1−1
1

∫ c2

c1

J1(s)ϕ%1

(
1

Γ(α1)

∫ s

c1

(s− τ)α1−1 1

ε
(x(τ) + y(τ))r1−1 dτ

)
ds

≥ λ%1−1cβ1−1
1

∫ c2

c1

J1(s)ϕ%1

(
1

Γ(α1)

∫ s

c1

(s− τ)α1−1 1

ε
(γ‖(x, y)‖Y )r1−1 dτ

)
ds

= λ%1−1cβ1−1
1

(
1
ε

)%1−1
γ‖(x, y)‖Y

∫ c2

c1

J1(s)
1

(Γ(α1 + 1))%1−1
(s− c1)α1(%1−1) ds

= γγ1λ
%1−1

(
1
ε

)%1−1
A‖(x, y)‖Y ≥ ‖(x, y)‖Y .

Hence we get ‖Q1(x, y)‖ ≥ Q1(x, y)(c1) ≥ ‖(x, y)‖Y and then

(19) ‖Q(x, y)‖Y ≥ ‖Q1(x, y)‖ ≥ ‖(x, y)‖Y .
For the second part of the proof, we consider the functions f∗, g∗ :

[0, 1]× [0,∞)→ [0,∞) defined by f∗(t, u) = max0≤x+y≤u f(t, x, y), g∗(t, u) =
max0≤x+y≤u g(t, x, y), for all t ∈ [0, 1] and u ∈ [0,∞). Then

f(t, x, y) ≤ f∗(t, u), g(t, x, y) ≤ g∗(t, u), ∀ t ∈ [0, 1], x, y ≥ 0, x+ y ≤ u.
The functions f∗(t, ·), g∗(t, ·) are nondecreasing for every t ∈ [0, 1] and

they satisfy the conditions

lim sup
u→∞

max
t∈[0,1]

f∗(t, u)

ur1−1
= fs∞, lim

u→∞
max
t∈[0,1]

g∗(t, u)

ur2−1
= 0.
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Therefore, for ε > 0 there exists R4 > 0 such that for all u ≥ R4 and
t ∈ [0, 1] we have

f∗(t, u)

ur1−1
≤ lim sup

u→∞
max
t∈[0,1]

f∗(t, u)

ur1−1
+ ε = fs∞ + ε,

g∗(t, u)

ur2−1
≤ lim

u→∞
max
t∈[0,1]

g∗(t, u)

ur2−1
+ ε = ε,

and so f∗(t, u) ≤ (fs∞ + ε)ur1−1 and g∗(t, u) ≤ εur2−1.
We consider R4 = max{2R3, R4} and we denote by

Ω4 = {(x, y) ∈ Y, ‖(x, y)‖Y < R4}.

Let (x, y) ∈ P ∩ ∂Ω4. By the definitions of f∗ and g∗ we conclude

f(t, x(t), y(t)) ≤ f∗(t, ‖(x, y)‖Y ), g(t, x(t), y(t)) ≤ g∗(t, ‖(x, y)‖Y ), ∀ t ∈ [0, 1].

Then for all t ∈ [0, 1] we obtain

Q1(x, y)(t) ≤ λ%1−1

∫ 1

0
J1(s)ϕ%1

(
1

Γ(α1)

∫ s

0
(s− τ)α1−1f(τ, x(τ), y(τ)) dτ

)
ds

≤ λ%1−1

∫ 1

0
J1(s)ϕ%1

(
1

Γ(α1)

∫ s

0
(s− τ)α1−1f∗(τ, ‖(x, y)‖Y ) dτ

)
ds

≤ λ%1−1

∫ 1

0
J1(s)ϕ%1

(
1

Γ(α1)
(fs∞ + ε)‖(x, y)‖r1−1

Y

(∫ s

0
(s− τ)α1−1 dτ

))
ds

= λ%1−1(f s∞ + ε)%1−1B‖(x, y)‖Y ≤ α̃′1‖(x, y)‖Y , ∀ t ∈ [0, 1],

and so ‖Q1(x, y)‖ ≤ α̃′1‖(x, y)‖Y .
In a similar manner, we deduce

Q2(x, y)(t) ≤ µ%2−1ε%2−1D‖(x, y)‖Y ≤ α̃′2‖(x, y)‖Y , ∀ t ∈ [0, 1],

and then ‖Q2(x, y)‖ ≤ α̃′2‖(x, y)‖Y .
Therefore for (x, y) ∈ P ∩ ∂Ω2 it follows that

(20) ‖Q(x, y)‖Y = ‖Q1(x, y)‖+ ‖Q2(x, y)‖ ≤ (α̃′1 + α̃′2)‖(x, y)‖Y = ‖(x, y)‖Y .

By using Lemma 4, the relations (19), (20) and the Guo-Krasnosel’skii
fixed point theorem, we conclude that Q has a fixed point (x, y) ∈ P ∩(Ω4\Ω3),
which is a positive solution for problem (1),(2).

4. NONEXISTENCE OF POSITIVE SOLUTIONS

In this section we present intervals for λ and µ for which there exist no
positive solutions of problem (1),(2). By using similar arguments as those used
in the proofs of Theorems 4.1-4.4 from [22], we obtain the following theorems
for our problem (1),(2).
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Theorem 3. Assume that (H1) and (H2) hold. If there exist positive
numbers M1, M2 such that
(21)
f(t, x, y) ≤M1(x+ y)r1−1, g(t, x, y) ≤M2(x+ y)r2−1, ∀ t ∈ [0, 1], x, y ≥ 0,

then there exist positive constants λ0 and µ0 such that for every λ ∈ (0, λ0)
and µ ∈ (0, µ0) the boundary value problem (1),(2) has no positive solution.

In the proof of Theorem 3 we define λ0 = 1
M1(2B)r1−1 and µ0 = 1

M2(2D)r2−1 ,

where
B = 1

(Γ(α1+1))%1−1

∫ 1
0 s

α1(%1−1)J1(s) ds,

D = 1
(Γ(α2+1))%2−1

∫ 1
0 s

α2(%2−1)J2(s) ds.

Remark 1. a) In the proof of Theorem 3 we can also define

λ0 =
1

M1

(α1

B

)r1−1
and µ0 =

1

M2

(α2

D

)r2−1

with α1, α2 > 0 and α1 + α2 = 1.

b) If fs0 , g
s
0, f

s
∞, g

s
∞ <∞, then there exist positive constants M1, M2 such

that relation (21) holds, and then we obtain the conclusion of Theorem 3.

Theorem 4. Assume that (H1) and (H2) hold. If there exist positive
numbers c1, c2 with 0 < c1 < c2 ≤ 1 and m1 > 0 such that

(22) f(t, x, y) ≥ m1(x+ y)r1−1, ∀ t ∈ [c1, c2], x, y ≥ 0,

then there exists a positive constant λ̃0 such that for every λ > λ̃0 and µ > 0,
the boundary value problem (1),(2) has no positive solution.

In the proof of Theorem 4, we define λ̃0 = 1
m1(γγ1A)r1−1 , where

A =
1

(Γ(α1 + 1))%1−1

∫ c2

c1

(s− c1)α1(%1−1)J1(s) ds.

Theorem 5. Assume that (H1) and (H2) hold. If there exist positive
numbers c1, c2 with 0 < c1 < c2 ≤ 1 and m2 > 0 such that

(23) g(t, x, y) ≥ m2(x+ y)r2−1, ∀ t ∈ [c1, c2], x, y ≥ 0,

then there exists a positive constant µ̃0 such that for every µ > µ̃0 and λ > 0,
the boundary value problem (1),(2) has no positive solution.

In the proof of Theorem 5 we define µ̃0 = 1
m2(γγ2C)r2−1 , where

C =
1

(Γ(α2 + 1))%2−1

∫ c2

c1

(s− c1)α2(%2−1)J2(s) ds.
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Theorem 6. ssume that (H1) and (H2) hold. If there exist positive
numbers c1, c2 with 0 < c1 < c2 ≤ 1 and m1, m2 > 0 such that
(24)
f(t, x, y) ≥ m1(x+ y)r1−1, g(t, x, y) ≥ m2(x+ y)r2−1, ∀ t ∈ [c1, c2], x, y ≥ 0,

then there exist positive constants λ̂0 and µ̂0 such that for every λ > λ̂0 and
µ > µ̂0, the boundary value problem (1),(2) has no positive solution.

In the proof of Theorem 6, we define

λ̂0 =
1

m1(2γγ1A)r1−1
and µ̂0 =

1

m2(2γγ2C)r2−1
.

Remark 2. a) If for c1, c2 with 0 < c1 < c2 ≤ 1, we have f i0, f
i
∞ > 0 and

f(t, x, y) > 0 for all t ∈ [c1, c2] and x, y ≥ 0 with x + y > 0, then the relation
(22) holds and we obtain the conclusion of Theorem 4.

b) If for c1, c2 with 0 < c1 < c2 ≤ 1, we have gi0, g
i
∞ > 0 and g(t, x, y) > 0

for all t ∈ [c1, c2] and x, y ≥ 0 with x+ y > 0, then the relation (23) holds and
we obtain the conclusion of Theorem 5.

c) If for c1, c2 with 0 < c1 < c2 ≤ 1, we have f i0, f
i
∞, g

i
0, g

i
∞ > 0 and

f(t, x, y) > 0, g(t, x, y) > 0 for all t ∈ [c1, c2] and x, y ≥ 0 with x+y > 0, then
the relation (24) holds and we obtain the conclusion of Theorem 6.

5. AN EXAMPLE

Let α1 = 1/4, α2 = 2/3, n = 3, β1 = 8/3, m = 4, β2 = 7/2, p = 2,
q = 1, γ0 = 3/2, γ1 = 1/3, γ2 = 6/5, δ0 = 4/3, δ1 = 5/4, r1 = 5, %1 = 5/4,
ϕr1(s) = s|s|3, ϕ%1(s) = s|s|−3/4, r2 = 3, %2 = 3/2, ϕr2 = s|s|, ϕ%2 = s|s|−1/2,
H1(t) = {0, t ∈ [0, 1/2); 2, t ∈ [1/2, 1]}, H2(t) = t/4 for all t ∈ [0, 1], and
K1(t) = {0, t ∈ [0, 2/3); 1/2, t ∈ [2/3, 1]}.

We consider the system of fractional differential equations

(25)

{
D

1/4
0+ (ϕ5(D

8/3
0+ x(t))) + λ(t+ 1)a(x5(t) + y5(t)) = 0, t ∈ (0, 1),

D
2/3
0+ (ϕ3(D

7/2
0+ y(t))) + µ(2− t)b

(
e(x(t)+y(t))2 − 1

)
= 0, t ∈ (0, 1),

with the nonlocal boundary conditions

(26)


x(0) = x′(0) = 0, D

8/3
0+ x(0) = 0,

D
3/2
0+ x(1) = 2D

1/3
0+ x

(
1
2

)
+ 1

4

∫ 1

0
D

6/5
0+ x(t) dt,

y(0) = y′(0) = y′′(0) = 0, D
7/2
0+ y(0) = 0, D

4/3
0+ y(1) = 1

2D
5/4
0+ y

(
2
3

)
,

where a, b > 0.
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Here we have f(t, x, y) = (t+1)a(x5+y5), g(t, x, y) = (2−t)b
(
e(x+y)2−1

)
,

∀ t ∈ [0, 1], x, y ≥ 0. Then we obtain ∆1 ≈ 0.32923823 > 0, ∆2 ≈ 2.18703744
> 0, and so the assumptions (H1) and (H2) are satisfied. In addition, we
deduce

g1(t, s) =
1

Γ(8/3)

{
t5/3(1− s)1/6 − (t− s)5/3, 0 ≤ s ≤ t ≤ 1,

t5/3(1− s)1/6, 0 ≤ t ≤ s ≤ 1,

g21(t, s) =
1

Γ(7/3)

{
t4/3(1− s)1/6 − (t− s)4/3, 0 ≤ s ≤ t ≤ 1,

t4/3(1− s)1/6, 0 ≤ t ≤ s ≤ 1,

g22(t, s) =
1

Γ(22/15)

{
t7/15(1− s)1/6 − (t− s)7/15, 0 ≤ s ≤ t ≤ 1,

t7/15(1− s)1/6, 0 ≤ t ≤ s ≤ 1,

g3(t, s) =
1

Γ(7/2)

{
t5/2(1− s)7/6 − (t− s)5/2, 0 ≤ s ≤ t ≤ 1,

t5/2(1− s)7/6, 0 ≤ t ≤ s ≤ 1,

g41(t, s) =
1

Γ(9/4)

{
t5/4(1− s)7/6 − (t− s)5/4, 0 ≤ s ≤ t ≤ 1,

t5/4(1− s)7/6, 0 ≤ t ≤ s ≤ 1,

G1(t, s) = g1(t, s) +
t5/3

∆1

(
2g21

(
1

2
, s

)
+

1

4

∫ 1

0
g22(τ, s) dτ

)
,

G2(t, s) = g3(t, s) +
t5/2

2∆2
g41

(
2

3
, s

)
,

h1(s) =
1

Γ(8/3)
[(1− s)1/6 − (1− s)5/3],

h3(s) =
1

Γ(7/2)
[(1− s)7/6 − (1− s)5/2].

For the functions J1 and J2 we obtain

J1(s) =



1
Γ(8/3) [(1− s)1/6 − (1− s)5/3]

+ 1
∆1

{
1

21/3Γ(7/3)
[(1− s)1/6 − (1− 2s)4/3]

+ 1
4Γ(37/15) [(1− s)1/6 − (1− s)22/15]

}
, 0 ≤ s < 1

2 ,

1
Γ(8/3) [(1− s)1/6 − (1− s)5/3] + 1

∆1

{
1

21/3Γ(7/3)
(1− s)1/6

+ 1
4Γ(37/15) [(1− s)1/6 − (1− s)22/15]

}
, 1

2 ≤ s ≤ 1,

J2(s) =


1

Γ(7/2) [(1− s)7/6 − (1− s)5/2]

+ 1
2∆2Γ(9/4)35/4

[25/4(1− s)7/6 − (2− 3s)5/4], 0 ≤ s < 2
3 ,

1
Γ(7/2) [(1− s)7/6−(1− s)5/2] + 21/4

∆2Γ(9/4)35/4
(1− s)7/6, 2

3 ≤ s ≤ 1.

Now we choose c1 = 1/4 and c2 = 3/4, and then we deduce γ1 = (1/4)5/3,
γ2 = (1/4)5/2, γ = γ2. In addition, we have f s0 = 0, f i∞ =∞, gs0 = 2b, gi∞ =∞,
C ≈ 0.0323028, D ≈ 0.0584635.
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By Theorem 1, 6), for any λ ∈ (0,∞) and µ ∈ (0, L′4) with L′4 = 1/(gs0D
2),

the problem (25),(26) has a positive solution (x(t), y(t)), t ∈ [0, 1]. For exam-
ple, if b = 1 we obtain L′4 ≈ 146.285.

We can also use Theorem 5, because g(t, x, y) ≥ (5/4)b(x + y)2 for all
t ∈ [1/4, 3/4] and x, y ≥ 0, that is m2 = (5/4)b. If b = 1, we deduce µ̃0 =
1/(m2(γγ2C)2) ≈ 8.03912 × 108, and then we conclude that for every λ > 0
and µ > µ̃0, the boundary value problem (25),(26) has no positive solution.
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