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Chapter 1

Introduction

In this thesis, we focus on the study of visual human sensing from monocular images, in

particular detecting and segmenting the spatial support of people in images, recognizing

their body parts and estimating a three-dimensional reconstruction of the body pose. The

problem is challenging because people have many degrees of freedom due to deformation

and articulation, and because their body proportions and appearance, including clothing,

vary considerably. The inherent loss in the visual perspective projection, occlusions due

to other people or objects, or the background complexity, further complicates the visual

analysis.

Understanding humans from visual data is an important scientific domain with numerous

use cases including activity recognition or complete 3d scene understanding. There is a wide

range of industrial applications to our studied research problem, including special effects,

assisted medical therapy, surveillance systems or the automotive industry. The complexity

of the task makes a robust solution non-trivial.

The scope of our work is to introduce a complex model useful for the visual analysis,

understanding and reconstruction of people from visual data. Thus, we aim to build models

able to separate the silhouette of a human from the background, determine its 2d/3d position

in terms of kinematic joint representation and reconstruct it under various shape and clothing

representations. Another objective of the thesis is to illustrate that these tasks can be applied

in the context of large-scale semi-supervised learning models. All of our proposed models

are discussed and evaluated in the context of current state-of-the-art literature standards, and

3



on large scale datasets.
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Chapter 2

Parametric Image Segmentation of

Humans with Structural Shape Priors

We approach the problem of figure-ground human segmentation, by relying on shape-

priors within energy optimization models. We propose a data-driven class-specific fusion

methodology, based on matching against a large training set of exemplar human shapes,

that allows the shape prior to be constructed on-the-fly, for arbitrary viewpoints and partial

views. The prior can be seamlessly integrated into efficient optimization methods based

on graph-cuts. The figure-ground segmentation of humans in images captured in natural

environments is an outstanding open problem due to the presence of complex backgrounds,

articulation, varying body proportions, partial views and viewpoint changes.

We rely on bottom-up figure-ground generation methods and region-level person clas-

sifiers in order to identify promising hypotheses for further processing. In a second pass,

we set up informed constraints towards (human) class-specific figure-ground segmentation

by leveraging skeletal information and data-driven shape priors computed on-the-fly by

matching region candidates against exemplars of a large, recently introduced human motion

capture dataset containing 3D and 2D semantic skeleton information of people, as well

images and figure-ground masks from background subtraction (Human3.6M [18]). By

exploiting globally optimal parametric max-flow energy minimization solvers, this time,

based on a class dependent (as opposed to generic and regular) foreground seeding process

[11, 20, 7], we show that we can considerably improve the quality of competitive object
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proposal generators. To our knowledge, this is one of the first formulations for class-specific

segmentation that in principle can handle multiple viewpoints and any partial view of the

person. It is also one of the first to leverage a large dataset of human shapes, together with

semantic structural information, which until recently, have not been available. We show that

such constraints are critical for accuracy, robustness, and computational efficiency.

Figure 2-1: Our Shape Matching Alignment Fusion (MAF) construction based on semantic
matching, structural alignment and clipping, followed by fusion, to reflect the partial view.
Notice that the prior construction allows us to match partial views of a putative human
detected segment to fully visible exemplars in Human3.6M. This allows us to handle arbitrary
patterns of occlusion. We can thus create a well adapted prior, on-the-fly, given a candidate
segment.

We test our methodology on two challenging datasets: H3D [5] which contains 107

images and MPII [1] with 3799 images. We have figure-ground segmentation annotations

available for all datasets. For the MPII dataset, we generate figure-ground human segment

annotations ourselves. Both the H3D and the MPII datasets contain both full and partial

views of persons with self-occlusion which makes them extremely challenging.

Method H3D Test Set [5] MPII Test Set [1]
First Best Pool size First Best Pool size

CPMC [7] 0.54 0.72 783 0.29 0.73 686
CPDC - MAF 0.60 0.72 77 0.55 0.71 102

CPDC - MAF - POSELETS 0.53 0.6 98 0.43 0.58 116

Table 2.1: Accuracy and pool size statistics for different methods, on data from H3D and
MPII. We report average Intersection over Union (IoU) over test set for the first segment
of the ranked pool and the ground-truth figure-ground segmentation (First), the average
IoU over test set of the segment with the highest IoU with the ground-truth figure-ground
segmentation (Best) and average pool size (Pool Size).
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Figure 2-2: Segmentation examples for various methods. From left to right, original image,
CPMC with default settings on person’s bounding box, and our methods, CPDC-MAF-
POSELETS and CPDC-MAF. See also tables 2.1 for quantitative results.
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Chapter 3

Large-Scale Data-Dependent Kernel

Approximation

In chapter Large-Scale Data-Dependent Kernel Approximation, we focus on scalability

in learning models for continuous output prediction. We develop a formulation based on

random Fourier feature approximations for kernel methods in the context of semi-supervised

learning. The model is principled, supported by both theoretical and empirical studies, and

we show it is effective for 3d human pose estimation under weak supervision. Learning

a computationally efficient kernel from data is an important machine learning problem.

The majority of kernels in the literature do not leverage the geometry of the data, and

those that do are computationally infeasible for contemporary datasets. Recent advances

in approximation techniques have expanded the applicability of the kernel methodology

to scale linearly with the data size. Data-dependent kernels [33], which could leverage

this computational advantage, have however not yet seen the benefit. Here we derive an

approximate large-scale learning procedure for data-dependent kernels that is efficient and

performs well in practice.

Our method avoids dealing with Gram (or kernel) matrices directly, in the way kernel

methods do. We propose an approximation for the data-dependent kernel [33], in a formula-

tion that multiplies the random Fourier features of the data-independent kernel, obtained

with [24], by a weighted covariance matrix built using both labeled and unlabeled data. This

effectively warps the distances between the Fourier features and therefore, we sometimes
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Pose error (mm) Labeled vs. unlabeled split
RFKRR LapRFKRR # of Labeled # of Unlabeled

57.83 57.72 105,543 949,881
61.6 60.83 10,555 1,044,869

77.99 71.95 1,056 1,054,368
87.41 79.81 528 1,054,896
89.48 84.85 352 1,055,072
94.88 91.68 264 1,055,160
97.37 93.2 212 1,055,212

Table 3.1: Performance evaluation for Human3.6M, with different splits of labeled and unlabeled
data. The RFKRR column gives the performance of models trained using only labeled data while
LapRFKRR uses both labeled and unlabeled data within the data-dependent kernel approximation
setup. As the size of labeled data decreases, the performance of RFKRR decreases as well. How-
ever, we obtain improvements in the semi-supervised learning setting, thus demonstrating both the
scalability and the advantage of using data-dependent kernel approximations.

refer to it as the ’warping’ matrix. Our resulting data-dependent kernel approximation has

the same properties as the one in [33], but no longer suffers from the memory and time

constraints associated with building the Gram matrix linked with the kernel function. The

construction is made possible by an astute application of a Woodbury identity which moves

the learning problem from a reproducing kernel Hilbert space (RKHS) to the Fourier space

of the kernel, reducing the computational load from O(N3) to O(N). We provide a Lemma

that can be used to derive the asymptotic convergence of the approximation in the limit of

infinite random features, and, under certain conditions, an estimate of the convergence speed.

We empirically prove that our construction represents a valid, yet efficient approximation of

the data-dependent kernel.

For the large-scale empirical study, we consider a 3D human pose estimation problem

based on 2D image information. We run our experiments on the very large Human 3.6M

dataset [17], where we sample a subset of 1,055,424 poses for training and 56,860 poses for

testing. We examine the following learning task: given the 2D pose, learn a model which is

able to estimate the corresponding 3D pose. Thus, our input data consists of 2D human body

joint positions and the target data of the corresponding 3D joint positions. We normalize

the 2D pose data by setting the origin of the coordinate system in the pelvis joint. Also, we

rotate each 2D pose such that the neck pelvis axis would align with the OY axis and scale it

such that the average limb size would be 1. Our learning model is kernel ridge regression as
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Figure 3-1: (Left) ‘Two moons” dataset. (Middle) kernel approximation errors (max and average ab-
solute error) for the original kernel, K, and warped (data-dependent) kernel, K̃. (Right) classification
performance on the two moons dataset, with 1 example per class, plotted against the dimensionality
of the Fourier features. Note that the semi-supervised extension delivers some performance boost
even with a very poor approximation (500 dimensions). With 2,000 RF features the performance is
the same as the exact LapKRR model. We also include a comparison with the method of [23]. For
their approximation method we use 500 landmark points.

it is simple and demonstrates the use of kernel methods. We choose the radial basis function

kernel approximation for our problem due to the nature of the data. The random features

approximation is based on d = 4, 000 dimensions. By default, the entire dataset is fully

labeled with both 2D and 3D information. For the semi-supervised problem, we consider

3D pose to be missing for some of the data, according to different splits. The performance

of the model is illustrated in table 3.1. Please note, that during this experiment we varied

the ratio between labeled and unlabeled data, keeping the total number of data points used.

The reason behind this is that we want to see the impact of the labeled data, given that the

quantity of unlabeled data is dense (' 1, 000, 000). The purpose of this experiment is to

empirically illustrate that the proposed data-dependent kernel approximation improves 3D

pose estimation in a non-trivial, semi supervised learning scenario, where we work with

large-scale datasets of over 1 million elements.
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Chapter 4

Human Appearance Synthesis

In the final technical chapter of the thesis, Human Appearance Transfer, we introduce

and explore the new problem of person-to-person appearance transfer, defined formally as

transferring the appearance between two different people, in different poses, and differently

dressed, given a single image of each. For this task, we propose a solution that combines 3d

geometric modelling and deep convolutional neural networks, which on average produce

human appearance synthesis results of photorealistic quality.

Given a pair of RGB images – source and target, denoted by Is and It, each containing a

person –, the main objective of our work is to transfer the appearance of the person from

Is into the body configuration of the person from It, resulting in a new image Is⇒t.1 Our

proposed pipeline is shown in fig. 4-1.

Our solution to this new problem is formulated in terms of a computational pipeline

that combines (1) 3d human pose and body shape estimation from monocular images, (2)

identifying 3d surface colors elements (mesh triangles) visible in both images, that can be

transferred directly using barycentric procedures, and (3) predicting surface appearance

missing in the first image but visible in the second one using deep learning-based image

synthesis techniques. Our work relies on 2d human detection and body part labeling [6, 31,

16], 3d pose estimation [31, 3, 35], parametric 3d human shape modeling [13, 39, 29, 28],

procedures devoted to the semantic segmentation of clothing [32, 14, 27, 15], as well as

image translation and synthesis methods [19, 8, 30, 22, 43, 8, 40].

1The procedure is symmetric, as we can transfer in both directions.
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Figure 4-1: Human appearance transfer pipeline. Given only a single source and a single
target image, each containing a person, with different appearance and clothing, and in
different poses, our goal is to photo-realistically transfer the appearance from the source
image onto the target image while preserving the target shape and clothing segmentation
layout. The problem is formulated in terms of a computational pipeline that combines (i) 3d
human pose and body shape fitting from monocular images, together with (ii) identifying 3d
surface colors corresponding to mesh triangles visible in both images, that can be transferred
directly using barycentric procedures, (iii) predicting surface appearance missing in the
target image but visible in the source one using deep learning image synthesis techniques –
these will be combined using the Body Color Completion Module. The last step, (iv), takes
the previous output together with the clothing layout of the source image warped on the
target image (Clothing Layout Warping) and synthesizes the final output. If the clothing
source layout is similar to the target, we bypass the warping step and use the target clothing
layout instead.

Figure 4-2: Sample results for the human appearance transfer pipeline. From left to right:
source image with corresponding fitted 3d body model, target image with its clothing layout
and fitted 3d body model, RGB data generated using the Body Color Completion module
(i.e. Is→t), RGB data generated using the Human Appearance Synthesis module (i.e. Is⇒t).
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Our model achieves promising results as supported by a perceptual user study where

the participants rated around 65% of our results as good, very good or perfect, as well in

automated tests (Inception scores and a Faster-RCNN human detector responding very simi-

larly to real and model generated images). We further show how the proposed architecture

can be profiled to automatically generate images of a person dressed with different clothing

transferred from a person in another image, opening paths for applications in entertainment

and photo-editing (e.g. embodying and posing as friends or famous actors), the fashion

industry, or affordable online shopping of clothing.

For all of our experiments we use the Chictopia10k dataset [26]. The images in this

dataset depict different people, under both full and partial viewing, captured frontally. The

high variability in color, clothing, illumination and pose makes this dataset suitable for

our task. There are 17, 706 images available together with additional ground truth clothing

segmentations. We do not use the clothing labels provided, but only the figure-ground

segmentation such that we can generate training images cropped on the human silhouette.

Sample results of our pipeline can be seen in figure 4-2.
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