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ON THE STRUCTURE OF POSITIVE COMPLETIONS
OF PARTIAL MATRICES

GR,.ARSENE, M.BAKCNYI, T.CONSTANTINESCU, A,IONESCU

I. INTRODUCTION

Starting with the work of H.Dym and I,Gohberg on banded exten-
sions {D —'@], some questions regarding positive completions become
of interesit.. Thus,dn the. paper [G J Sﬁ] there was solved the .impoxr-
tant problem of describing all positive patterns (partial matrices)
admitting positive completions. The main result stateg that the
associated graphs are chordal.

On.the other hand, in [C) it was presented a description of
the structure of positive block-matrices in terms of certain free
parameﬁers{

. This result yields the description of all positive completions
of positive partial matrices with proper interval graphs to be done.
Subsequently it was remarked in[ACC]that even  in the case of chordal
graphs a completion procedure can be indicated, as a sequence of
reductioens toicompletions of proper intexrval graphé, and to make the
above mentioned parametrization of completions available.

'The main purpose of this paper is to render explicit this
remark. Thus, a description of the structufe of all positive com-
pletions of positive partial matrices is given in terms of certain

free parameters.



2 PRELIMINARIES :

l, By a poéitive partiél matrix (or positive Pattern ),  ye
denote a specification of certain entries in a (Hermitian) frame
. such that all specified principal matrices are positive. The
graph of such a partial matrix is associated in an usual manner:
the graph has vertices .{l, 2 vy n} (n being the dimension of
the given patterxn)and an edge between i and jif the (i, j)-the
entry is specified., The problem of characterizing those graphs
for which ‘any associated positive partial matrix has positive
completions was solved in (GJ SW].

These are the chordal graphs, i..e. the graphs with no mini-
mal simpie circuitof four or more edges™ =iwe use [G] for the
terminology and all relevent results concerning graph théory.
For instance, for an undirected graph G = (V, F), V is the set
vertices and E is the set of edges. For ACV, we define the
subgraph induced by A, to be G, = (a, EA)’ where
EA ={xyeE / X€A and ye¢ A} . A subset ACV is callgzd aecliegue
if its inducéd cnbgraph is complete, i.e, every pdir of distihct
vertices 1is adjacent,

A subclass of the chordal graphs is represeﬁted by the
interwval graphs, i.e. graphs which are intersection graphs of
a family of interval on the redalline. A proper interval graphs
is obtained from a family of intervals such that no interval
property contains another. For these graphs, there exists an
' ordering of the vertices such that any asséciated partial matrix

has a block-banded structure :
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For a given graph G, we will denote by M(G) the pattern

associated to G, such Fhat the graph associated_to M(G) is exactly G.
2. We will need a certain structure of positiwe block-matrices.
Such structures were develloped in [L-—A—K}, [L—A], f[cl. Most of the
notation for Hilbert space operators is taken from [Sz-N—F] s Ihus,
for two Hilbert spaces & and”K.,I( ‘2{,?@‘) is the set of the linear
bounded operators from‘QCintojef.CHéI}é is the zero (identity)

: !
operator on the underlying space. For a contraction TE€ 3(3@,3@)

(i.e. WTWH < 1), we define Dy = (r - T*T)Uﬁcg% the closure of
.the range of D, and the unitary operator
J(T) : \K@@Tx —536@0@1
A2e2) T D
s I e

Wé are now concerned with the following object : for a family

%;K %l<.k$-n we .define the positive operator :
> D% D, %
M PSR '
1@1\ék D otk
(2:43)
M= (Sinp) lem, pen.

where Sijerj%&KL) and S,; = IBQQ(WLthout restrictingthe generality).
We follow [C] in order to state a one-to-one correspondence :
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between the set of positive operators (2.3) and the families of

contractions ‘:{ S(G such that Gii = O"é(i for

i } lg igjen

1¢i¢ noand for i3, G, ':°@G. = @ G, . ,-we call these
1kl -9 i, =1
relation, ‘compatibility conditions.

Let us explain the notation. For a fixed i, the family

: %91£51< k< 3 deflnes a row contraction

6 (5 Q 4 — ¥,

k=1+1 1+l, k

% Gt
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By an obvious duality there are defined the column contractions

Ro ot=3 (G

L e R D

'.QQ'D* ...DK— G.-)
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Cij °

When necessary, the parameters Onwyhich is Rij or Cij constructed,

are explicitely written, Rij = Rij(Gi, i+l,...,Gij), and

@i e o e
L] 13( el = 9=2, i’ f 13)

The unitary operators Uij are given Uii = Iyi, 1< ig nand

for §>1i ,

-] *® : B
Wain G D .
i) kg‘?j hi 1@1@ Gl
@27 '
P Jj(Gi,i+l)Jj(Gi'i+2)...Jj(G. Uiy, 3(33E9 x )

iJj
As a consequence of the algorithm (2,5), we get ‘the following
formula for the determinant of M in case all underlylng Hilbert

spaces are of finite dimension., That 1is,



From' (2.8) we deduce a variant of Fisher-Hadamard inequality :

for A, Bc;{l,...,n} two setsof induces,

Ca s det M(a) det M(B) Y1~ 2
(2.9) det M(AUB) = 11 det D%
: - det M(A B) (143)¢ (AxA) iy
(Bx%B)

where M(A) is the principal submatrix of M subordinate to the

index set A,

o - I < (] » o
3. Consider Foi :szf 1€ ic.n. andifor j> i

. 3
i) é§ﬁ K i Gy
(2.10) F

Fij =

L
o ’D .Q‘D
e G. :
GlJ J=1i1

The following relation were proved in [C] :
*

(2.11) Mij = Fij Fij
and
+ *

(2:22) 8 derresnt Bt i) = Bonn a Wi 4neCi gy

Based on (2,12), we define

%

and we have

: Xt * #

Moreover, it is quite easy to see that Hij are lower triangular.



3. COMPLETION SEQUENCES

The connection between Gaussian elimination and Schur
tion is illustrated from the very begining by the following
performing a Gaussian elimination in [gg g] means to compute

-1

reduc-
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and, as . = ¢+ we get Frobenius-Schur iden-
0 I 0 I
tity
FA B 1 o) [a o] I
(3.1) = -
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This is the basis for the structure of positive block-matrices

as described by (2. 5), Moreover, from (2. 5) we get the str
of 'all positive COmpletions of a partial positive matrix ass
“to a proper interval graph. Indeed, in this case, we can reo
the vertices of the graph in such a way to put the associate

trix in a bloek-:banded form::
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where 1l e, < Le <£n, 1\<'q‘l< dpe - <vqp§<.n are positive -i‘ntegers,

P
the entries marked by S are those imposed and the entries marked by
X must be determined., It is convenable to use (2.1) in this form in
order to obtain that any positi&e campietion is given by a set of

contractions :

G}el Feosoese A , G%n
G(.I 1%1 G(; 17
(3..3) qu+1, el e B : qy+1,n
%ay ey " Saym
qu,n

satisfying obvious compatibility relations. Moreover,

(3.4) R oo=h L G R

with all elements detemined by (2. 5) - for details see [C] and[AcC].
Now, we take into account a chordal graph G = (V, E) and let
My be a positive partial block-matrix associated to it,

The following notion of cdmpletion sequence is introduced.

A sequence of positive integers :

r X =
1< l< 5 ...<rs n

is called a cohlmpletion sequence for.the chordai graph G if it satis-
fies the properties :

(a) For T, there exists an orderiﬁg(Y(rl)iof r verticés in
V (we denote by V(rl) the set of these r, vertices) such that the

partial matrix M(r,) associated to c. , is block- banded.
1 v(r,) : .



(b) For any lgkg s,' there exists an ordering(Y(rk) of Iy
vertices including V(rk_l) (and we denote by V(rk) the set of all
these vertices) such that the partial matrix M(rk) associated to

G has the following three preperties =
.V(rk)

(i) the first r are still those in V(rk_l), although it is

: k-1
possible they appear in other order,
(ii) M(rk) is "almost banded"™, i.e. it is banded in ‘the sense

of (3,2) with 'e , excepting the fact that the principal

1 - k-1
ry_ 1 XT1 matrix is viewed as a "whole" (and it may be not banded
in the sense of (3.2)).

(iii) let hy <« ry _; + 1 be the least integer with position
(hk, Ypog b 1) imposed (i.e. marked with an S). Then all entries in
the principal matrix given by the set of indices

(i, 3) are also imposed.

Bps &y De Iy g

3.1 PROEBOSITION If G = (V, BE) is a‘chordal \graph, than there

exists at least one completion sequence of G.

PROOF By a result in the theory of chordal graphs (Theorem 4.
in {G] ), G has a perfect elimination scheme,-that is, there exists
an ordering(y = £Vl""’V£] of the vertices of G such that each vy
is a simplicial vertex of the graphvG{vi,...,vﬁ§ +Recall that a
vertex v of‘G is simplilcials i fepdgi(w), sithieiisiar 6f all adjacent ver-
tices of v, 1s a cligue,

Now, take ¢ such a perfect elimination scheme of G and define
Ay =-{vk,...,vég . Let e be the least' integer for which A  is a

clidque, Then; Ae—l is partitioned as :

o) Aeal =§Ve-1}\) a0 Adj(ve-l)),u .Be-l
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where B3 is the complement Of°{ve-l§k) (Ae/\ Adj(ve_l)) in A,y

Define T, Sali= e 2 V(rl) = Ae_lband

G @ B S ils B odilee Bl

where B__; and A_fn Adj (v,_;) denote orderings (arbitrarely chooser

of the sets B and Ae(\ Adj (v

e-1 e-l)‘
It is obvious that M(rl) is block-banded in the sense of (3.2).

Further on, for k = 2,..., e-1l, we define
oo mp g b 1, Vin) = Boop

and Ae is partitioned as

-k
(3'7) Ae—k ={'Ve—gkk)(Ae-k+l(\Adj(Ve-k))L) Be—k

Findly, we define

G.o) Cemwalle ol 2 02960 gl

M(rk) ebvieusly satisfies (b) (i) and (ii) in the definition of
completion sequences, and, as 0 was chosen as a perfect-elimination
scheme, A _, (\Adj(v,_,) is a clique, i.e. (b)(iii) also holds. £

Based on Proposition 3.1 and on the existence of positive
completions of positive partial matrices of the block-banded form
(3.2), we already obtained another proof of Theérem i in.{G J.SW] 5
Moreover, we can get a description of all positive completions of
a positive partial matrix associated to a chordal graph.

\ Fix a chordal graph G = (V, E), Mo a positive partial
block—matrix asseciated to it and le EjC L) whe-c Il S n a completion
sequence of G (for a certain simplicity, we can suppose that this
completion sequence is produced as in the Proof of Proposition Sl

i.e, rk = rk-l )



Denote by(rk, k =1,...,8 the permutation of-{l,...,ﬁ}
associated to the orderings(y(rk) . Moreover, we define the ﬁnitary

operators Uk = (go‘k(i),(}"k_l(j))lci’ 3 . 1, 24{k¢s, The set of

the specified entries in My is denoted byff andc the set of unknown

positions is denoted by )é .

Now, we can describe a completion procedure along the fixed

completion sequence of G.

Every positive completion of ...M(x;) is given by a frame of
‘ i

parameters :

) pll) c(l)
Mgl T el e i )

°
L]

; ' : (l)

p1)

)
Gl(r—l)Gi(rl

where the parameters denoted by F(l) are actually uniquely determined

by Mgy and those denoted by G(l) are the real parameters of the

canpletion., The correspondence betwyeen {G(l) (s eX and the
positive completions of M(®;) is one-to-one, g
J< Fi

Fix such an extension M; .
Further on, every positive completion M(rz) having the positions in

M(rl) fixed by Ml is given by a frame of parameters :
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£ (2) a0 b
@ iEe o*l(m ey 6‘2(1)0'2(r

(1)

G}(h l)Gé(r
(3.10) (l)

Fg, (), ()

°

1)
o‘z(r l)gz(r

(2) are associated to U, M ¥ the paraQ

2 1 e
(1) : ; p(1) . .
meters ﬂsz(rg~l)d§(rﬁ) Y, G}(h )GE( 2) are derived in a po-

where the parameters F

sitive matrix containing only elements from M0 and

(1) ' (1) :
QSQ(hz-lﬂfz(r XEEY, (fz(l)ﬁé( ) are the real paremeters of ‘the

positive completion of M(%z). We are faced with two problems.

(1) c 1) :
G(S_Z(h ~l)dé(r2) o ek G}(lkfé( 2) satisfy

First, the parameters
obvious compatibility relations, but not in terms of the parameters
with upper index 1.

Second, it is desirable to obtain formulas for

XG}(lkfé(Ig) Pt %jé(hz‘leé(ré) in terms of the parameters with

upper index 1.

A possible wariant, goes as follows by ( 2.14),
o *— 2 *
§, (1) ,§, (xrpy-1) 0’2 1),0;5 (r,-1)
' H A ‘ U
= U H e
2 "6, (1), (n-1) "G, (1),§(r-1) "2
and it results that, there exists a uniquely determined unitary

operator :
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Q’z(r )56 (rl T, (1),q, (ry)
””"b%e@@[‘ @ PO (1) *
l(r -1)0’ Tl 61(1)0/1(1’1

such that _

Ho",;(l)d’zér’l-l) T2 Hq’l(l)q’l(rl—lmz
Consequently, by (2.12),
XC\'Z(J.)O"‘?(rz).1

‘ (1) el

5 Hgl(l)g’l(rl-mﬂz o e

LT, (ry-105 (2

~

Of course, taking

¢, —ﬂz o F(l)

C2 is a column contraction given by certain parameters,

2 (ro=l) , g, " gy (L)gy (e,

cf1)

e ol

These para-

meters satisfy now good compatibility conditions,

% coer X are expressed in t £ th
Gé(l)rdé(rz) ' ’ Géfhl-l)xfé(rz) xpressed in terms o e

parameters with upper index 1 and these new parameters, but now,

we can not disscern that there are free and imposed parameters.

Now, this procedure can be continued in an obvious way.

3.2 COROLLARY

If the underlying Hilbert spaces are finite

dimensional and M is a positive completion ‘of MO' then
det M = " det D? (1) ‘I : det D2 (1)
) . F.t " . G . .
(i,3)€Y iy, Hapex ij
PROGE By (2.8),
| ik
det Ml = det D det D G(l) :
(i,3)eY j=r; i3
i,],grl 1>h

i
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Further on, if M, is the princiﬁal matrix of M given by V(rz),

then again by (2.8),

2 l
det M, = 'l det D (1) l detDe ()
2 pped o o -
i,Jex, i>h’
e ,| det DEZI =
1<ilj$rl ij

= ‘l det D2'(1) ‘ . det Dz(l) det M

(1,9 €9 T den iy :

i,jgrx, i>h,

The formula now follows by induction,
As a consequence we obtain the interpretation of the maximum

determinant principle in {D - é] and [G JSQ} :

3.3 COROLLARY If G is a chordal graph, among the positive comple-
tions of My, there exists a unique such a completion with maximum

determinant, This completion is given by the parameters G£;)= 0

(1,3)€E. .

- Inheritance (or permanence) principles were discussed in
[EGﬁj for prdpéfmintervaI graphs and in [JR]} for chordal graphs.
It was shown in{JR] that this principles are connected to the
notion:of increasing chordal sequence of a chordal graph G, which
is a sequence of chordal graphs Gb = G, Gl"“'Gt such that Gt is
the complete graph and each Gj is obtained from Gj-l by adding
exactly one new edge‘in a way that Gj contains exactly one maximal
clique which is not a clique of Gj-l‘ It turns, eout that the existence

of guch an increasing chordal sequence of G is equivalent with the

chordality of G (see (G JsW]).
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As a completion sequence generates in an obvious way an
increasing chordal sequence of G, as consequence of Proposition 3.1

and Corollary 3.2, we ohtain a proof for Theorem 3,3 in[JRa.
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