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ABSTRACT

we obtain a formula for the determinant of a nonsingular matrix in terms of the
t

determinants of sbme of i ts principal minors in the case when ,a perfect el imination
bipart i te graph is associated to i ts inverse. As a consequence we obtain the main resurt
of [5] '  This technique permits also to obtain a counterexample to a conjecture from [5].
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INTRODUCTION

' The connections between the determinant of a matrix and the graph associated to
its inverse has been pointed out in many papers from which we mention here [ l ] ,  [4], and
[5] '  These results have applications in cornputer science, in solving l inear systems.and

other f ields.

In I l ] ,  using perfect Gaussian el imination it  is obtained a formula for the
determinant of a nonsingular matrix having associated to i ts inverse a chordal graph, in
terms of the determinants of some of i ts principal minors. I t  is also proved that af,ter a
cancellat ion process- this formula leads to the formula from the earl ier paper [4], These
results are concerning with symrnetric zero-pattern of the inverse.

Applying a graph theoretical result from [9] concerning the bipart i te graph model
of perfect Gaussian el imination, the goal of section 3 is to obtain a determinantal

formulae for some matrices with asymmetric zero-pattern of i ts inverse.

.As consequences we mention in section 4 the main result from [j ]
determinantal formulas frorn I l ] ,  [3], [5] and [Z]. Our technique permits

counterexample to a conjecture from [5].

and some

to f ind a
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Z PRELIMII.IARIES

For all terminology and results concerning graph theory we follow here the book

[9]. Let G = (v,E) be an undirected graph with vertgx sel v = i t, 2,....,n] and gdjg-r-I
E, a symrnetric irreflexive binary reration on v. we denote by Adj(v) the a4iacency s_et

. of "v, i 'e' we Adj(v) iff (v,w)e E. Given a subset. o . Vr we define the subgr-aph indtrced
by A Uy GR = (A,EA) where aO = 

{  $,y)e E[xe A and ye A].

, The complete graph is the graph with the property that every pair of distinct
vertices is adjacent' A sgbset Ag v is as!g!g if i t induces a complete subgraph.

A graph G is chordal (or t l i-angulated) if eveny cycle of length stricly greater tfran

f the cycie. 

a

A basic fact ([9], Th. 4.i) is that every chordal graph has. a perfect.vertex
. '

,  i .e .  an order ing C = |v  1,v2, .  .  .  ,un]  o f  the

vert ices of G such that each set:

. (z.D S. ={ v.c_ Actj(vu{; ,  u}
K  L  ) -  

' '  k ' t )  " )

i s  a  c l ique.  I f  we say that  a  verrex v  of  C is  s iTpl ic ia l  when Adj (v)  is  a  c l ique,  thenf  is

a per fect  scrreme i f f  each vu is  s i i rp l ic iar  in  the induced graph G{uk,u**1, ' . .  
'vn\

\ V e s a y t h a t a n u n d i r e c t e d g r a p h G i s a @ I r 4 = ( m , 1 ) , ! i , j < n ( , ! . !

the combinatol ial svmmqtric sens.e) i f  for every i  { j ,  ( i , j )d E imptie. * i j  = ,; ,  = ;.

.  For* ,P({  t ,2 , . . . ,n}  rve denote by M(x lp)  t f ,e  submatr ix  o f  t4  ly ing in  t l re  rows
x and columnsp and for c( = B uy [4(o.) the principal submatrix subordinate to tt ,*t )

index setCt .

I f  R is a nonsingular matrix and G = (V,E) is chorcjal and it  is a grdph for R- I then

fo r  eve ry (  =  [ r yu2 , . . . , un ]a  pe r fec t  schemefo rG,  by  the  conven t ion  de tR(g f  )  =  l  i n

I i ]  i t  is proved the fol lowing formula:

.-!
det  R = lJ detR( i" , }U So)/det R(sk)

k = l

su defined by (z. l) and provided that the terms of the denominato. 
"." 

nonzero.

By a cancellat ion process as in I l ]  we obtain the determinantal forrnulae from [4].

Q..2)

with

W  _ -  . . : . 7 - - * - -
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We want now to general ize the formulae (2,2) for matrices with asymmetric

zero-pattern of its inverse.

A graph G = (v'E) is cal led bipart i te i f f  v = X + Y and every edge from E has an

endpoint in X and one in y. we denote i t  by G = (x,y,E). An edge 
" 

= xy of G is cai led
a

bisimplicial i f  Adj(x) + Adj(y) induces a complete bipart i te subgraph of c. Let
t f i  r' f  = Lx / irx2Yy ".,xnyn] be a sequence of nonadjacent edges of the bipart i te graph

\tre call the

. graph:;..

We  say  tha t  t he  b ipa r t i t e  g raph  G  =  (X ,y ,E )  w i th  X  =  y  =  N  =  
I l rZ , . . . , n {  i ,  u

is to obtain a forrnula of type (2.2) tor.the deterrninant

pcrfect el irnination bipatite grapli  associatecJ to their

Let  G =  (X ,Y,E)  b re  a  per fec t  e l im ina t ion

matr ix such that G is a graph for the matr ix l t , ,1

edge e.l imirratlon scherne fcr C. Lct denote fcr k
*

b ipar t i te  grapl r  and
I

= F  a n o  l X . V ,1 . . 1 . / 1 r . . .

R a nonsingular

,xnynJ a perfect

l n . . . , n b y

G = (X,Y,E) wi th carclX = cdrdY = n.  We say that f  i ,  u pg$g.t .*dg" 
" lp inut i*

scheme of G if  eachedge xUyp is bis impl ic ia l  in the induced graRh C{a,.  
.*r- , ldyk, . . . ,y*

graphs admiting such a scheme ur 
,-

graph for the matrix tvt = (m,,)r{ i , j .Sn t ) i f  every

xe x ,ye y ,  (x ,y4 E impl ies **y  = o.

In order to mal<e no confusion we denote the edges of a bipart i te graph H =
(X,Y,E)  by vw assumingthat  r , {  X and u,€ y .

'  As i t  is mentioned in [9], Thm. 12.1, i f .  a matrix f i1 is associated to a perfect

e l iminat ion b ipar t i te  graph i t  can be reduced by Gaussian e l iminat ion to  a matr ix  hav ing

only  one nonzero e lement  on each rou, 'and co. lumn wi thout  ever  changing a zero entry
(even temporari ly) to a nonzero by choosing to act as pivots the elements on the

pos i t i ons  *kY l . ,  ?  =  [ * tY l , , t . . , xnYnJ  be ing  a  pe r fec t  edge  e l im ina t i on  scheme fo r  c .

Throughout this paper we shall  assume that arithmetric coincidence does not cause

zeros on posit ions rve want to choose as pivots.

3. T'HE f,I,'I.IiT RESLTI-T

- ' i  
l re  purpose of  t l r is  sect ion

of  no; rs ingular  rnat r ices having a

I nve rSe .
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xr =t v,€ Adl(xulh > tt

Yr =t x,€ Adj(yu)[; > r\( 3 . 1 )

> t ]= t*r, . . . ,xk_,1U{ *,{ nojtvuil j

zr = { yl, . . . ,yk_ ,1 U{ v,4 a.rlt*u[l > r.]

I.J.
l<

such that * = ixu\ U vuU u* = {vu}U xuU zu.

Our f irst resuit is the fol lowins:

LE,hqF-4A 3-l- In the above concrit ions, after reducins the matr ix i\4 by Gaussian

Sl i ruS""  by  p i " " t i t ' g  
"  

Xry r , . . . ,X^y^ ,  we ob ta in  a matr ix

wi th  the only  nonzero g]enlents  d*U),* ,  k  = 1, . . .  ,n  g iven by

e.z) dxkyl. = (- t)tk*tk(o"tR- l( 
i*u(Ux r.t{uui U zo)/.ret n- lO*ol zp)) =

( .

, = 1-r;sl.*tkloetR-lt{*,.tb uul{v,}Up ullo*tR 
l(ukl\Bk))

pf re nonzero, urhele ft,. = { x, r..,rxk_ rt U ̂  1. ,
t r  ( '  t r ' r D !  -  . . , 1  , . ^  "  J  

_ - -  K  \  I

[ ' u  
= {  Y1 , . . . , yp - t }UPu  u ' i t h 'X  o  t { - 0 . , , . . . , * t  , ?  u t { u0 . , , . . . , r , , 1 ,  a rb i t r a r y  se r s

such that cardo(u = CaFd zu and card 
13o 

= Cdr-d L. 'k, ;k and tu (respectivq. si.  ancl t i .)"!9|16

!E--I9wi--s-d-selsu: or xuyp uileJais n-ti{*u!uA kllvo\tt zul (rg:pggrys
- - l r f  )  t 1 , ,  t t  , , , f - ?r( \1xk\ u ur.\1 yr 5 u l, k)).

I

Procf" since z*.=l yl ,  .  .  .  ,yt ,- ,1 U I v,d na;{*ul{;  > r. ! ,  after perfornring parr ial
Gaussian el imination in the matr ix"n-l t . f" frU.t 

k[ {r , . lU ZO), ( in wtr ir_:h we keep the
same ind i ces  as  i n  R -1 )  by  p i vo t i ng  on  the  pos i t i ons  

" l y l , . . . , xk - t y r r - t  
we  ob ta in  a

t r ra t r i x  hav ing  on  t l r e  rows  x I , . .  . ,Xk_ ,  and  on  the  co lumns  y I , . .  .  r yk_ ,  exac t l y  one

nonzero element and s.i trce no zero element is changed in a nonzero, al l  elements in the

posi t ior rs  x , .y .  u , i t l r  y re 
iv ,J :  

no j t * ro{ j  >  k !  a . "  re .o.

Per forrn ing the sarre operat ions in  the matr ix  * - t t (o lZu)  u,e obta in the same

matr i r  as bcfore but  u ' i thout  i ts  xU-rorv and y, . -co lumn.  Div id ing the determinants of

these trvo matrices !\/e obtain t lre f irst equali ty in (3.2). Ttrc seconcl one is obtained in

the sanre lvay. 
i:l

D = (d11)r( i , j (n



THEOREM 3.2. The elements d c3q be obtained f rom R by the f ormul?s:xkvk-

1t.t) dx24. = (- l)sk+tk+xk*Ykd", R(xk1 r/aet n({ vp} U xrli*r.}U trk) =
t t

.  =(- t) tk*tk+xk+vkdetn( Jr l  yu)/detR(tyklU trut ixulU yk).

w h e r e  f .  c / v .  - - - . - Y  (  'd k=t*kr l ' . . . 'Xnl  and o tGiYL*tr . . . ryn) are arbi t rarv sets wi th

card f f .  = cardX,.  and card d,  = cardY,.

Proof. Using the Jacobi identity (see, e.g. ttOl O.2l) we have for or,p GN:

t /
de tR- l (n lp )  =  ( - l ) uae tR(c rs  l c4  ) / oe tn

3 where C.a and C6 are the complementary sets of o< and 7a in N and u = .{ .  i  * F j ,
iec< jep ' .

.  the formulas (3.3) are obtained directly f.ram (3,2)

ffi

coRoLI-ARY 3.3. The determinant of R can be obtained as:

n
0.4) det R = sgn0 / TT d.. ..

k = l  ^ k l k

*ttn o*Uru given by (1.3) and0 is the permutation in,tuhich yU corr.esponds to xU.

EXAMPLE. Let consider

315  -415  -415  215
'  R =  l t l j '  z l s  z l s  _ L l 5  l , w i t h

zls -u5 415 -215

- L l 5  - 2 / 5  - 7 1 5 .  6 1 5  I  .

'  R - l  =

In the contbinatorial symmetric sense only the complete graph is a graph for R- I and'so

1 2 0 0

0  2  - l  0

- r  a  2  I

- i  |  2  2
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--!t
:_*  :

(2.2) leads to det R = det R.

In combinatorial asymmetric sense

elimination bipartite graph:

G =

R-l is associated with the folloowing perfect

I
ol-5121 o I

J

possibi l i t ies {  t ,z} , '  l i ,a }

I r
I
l o

."*l
l 0
I
l 0
t:

with Y =Llr+,

Choosing this

|  2 " A ' 0

0  2 - t  0

- r  o  2  m
- i  I  2  2

0  2 - t  0

0 0 0 1

l 1 - 2  0

I l ,  22, 431 a perfect edge el imination scheme.

pivots we have tf're following recluction of R-l:

i l ) z 0 0 1 0 0 0

o  E - t  o

0  0  0 .  I

0  - l  - 2

2 a 0 l
0  0 l J

In th is  case X,
I

= { l r3) .  S ince * l  =  3 we have for .  } f ,  t

0j

he

and {  2 ,4}  so

di4=ff i3 j )=- f f i

Since  Y I  =  {  4 }  and  y t  
.A : fo r  

d ,  we  have  the  poss ib i l i t i es  l l } ,  {Z } ,

t q  , 2 4  .  , 3 4d3q= ff i=-f f i=-a;fu=
since Xz = t 2j, Y z= { 4} we have for cll the folrowing posibil i t ies:

d  _  
' 2 4  

_ ' 2 2  
, 3 4

- ' l I = @ = m R c { l } l = f f i = t

S i n c e  X l  =  {  Z I ,  Y  
l =  f 4 }  w e  h a v e :

( i  -  -  
' 3 0  

- "  

'  
'

" 2 2 = @ = z '

and f inal ly

\
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d  = !  - - 2" t + Z - r -  -  
2 '' 3 4  -  

.

Thus det R can be obtained by computing only 2-by-2 determinants.

4" APPLTCAT'IONS

In this section we apply formula (3"3) to obtain the main result of [ .5]. We give also

a counterexample to a conjecture from [j ] .

I t  is knourr(gl '  rrr.  4.8) that a graph G = (N,E), N = { 1,2,., , ,n} is chordal i f f  there

exis ts  a t ree T = (U(T) ,  S (T))  wi th  node set  \ l (T)= {Vl ,  V2, . . . ,V6}where Vi ,  V2, . . . ,V*

.are the maximal cl iques of G and the edge set6 (T), verifying the' intersection property:

(4.1)  u i l  u j  -  UU whenever  VU l ies on a path f rom V.  to  V.  in  f ,

In this case G is the intersection graph of T. we call  T a tree for G. In general T is not

uniquely  determined by G.

Consicjer now a f ixed chordal graph G = (N,E) and T a tree for C. Consider as in [5]

an orienlg-t ign D on the edges of r. There are z*-L such orientations on T-.

,DEFTIWTION 
T}.I.

we say that  a  n-by-n matr ix  lv l  has a nonzero-pat tern a l lowecl  by the pai r  (T,D)  i f

whenever r i l  I  O then either:

i ) J i ; r c : v- '  L ' r )  J  -  ,U  fo r  some k  =  l r . . . r [ n  o r

i i )  t he re  i s  a  pa th  ( vk . ,  vk  , . " . ,Vp^ )  i n  D  such  tha t  i  eVu ,  and  j eV t^ l  n 2  " p  ^ 1  
p

To a matrix It4 with a nonzero-paitern al lowed by the pair (T,D) we associate f irst

the chordal  graph G = (N,E) ,  the in tersect ion graph of  r  hav ing the proper ty  that  m. i l0

and ml i  l0  impl ies ( i , j )€E,  and second the b ipat i te  graph H = (X,y ,F) ,  X = y  = N wi th

the property that i  j  aF if f  one of the conrj i t ion i) or i i )  from Definit ion 4.1 is

sati sf ied.

we construct  by the a id of  T a per fect  scheme [= [v , ,vr , . . " ,vnJ of  G in  ther-  z '
fol lowing way:

- choose an extremal node set V, of T which must contain a simplicial vertex v,

of G.
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If Vs\tvl] is a maximal clique

obtained by replacing in T, V, with

induced by D.

-  I f  vs \  iv t )  is  not  rnax imal  in  Gt  
v2r . , . ,vn,  then T ' is  obta ined by delet ing V,  and

its edge from T.

- Continue now by choosing v, f  rom an extremal node set of T',  and so on, st i l l  we

obtain [ = lv ,rv 2,.. . ,vn],

LEt\4&'lA 4-L For o constructed as above, p= fvrv 1fl2v2t.,. tvrrvni is a perfect

edge el imination scheme for H. :

i n  G , . ,  . .  , ,  t h e n  a  t r e e  T '  o f  G .

tr. { J;}'l ."l,lro-,. arso D, rn" ".r"jr";;;:l

t ha t  v rv ,  i s  b i s imp l i c i a l .  I f  v ,  v ' l  
' vU ,u l ' €F  

fo r  p ,g )  Z ,

ext remal  node set  in  T we have that  opaV,  or  vqg-Vs.

is  c lear  uq up eF.  I f  up a Vr , , t ls ,  s ince u l  up.e.  F there

l s

T l

Proof. First

s ince v ,  eV,  and

Assume vq€_ Vs. If

we prove

V  i s a n
e

v e"V i tp s

ex is ts  a path in  D f rom V,  to  v ,  and s ince uq€VrJ we have that  
'vo 

vo €F and so vrv ,

is  b is i rnp l ic ia l .  we obta in the same fact  i f  we assume uqaVr, t  I  s .  Using now the t ree

(T, ,D,)  we obta in that  vrv ,  is  b is implc ia l  in  H1ur , . . . ,u , " , ! * {vr , . . . ,unr ,  unO so on as we

obtain the desired result.  f f i

In the part iculary case of the graph H

constructed above, we have for each k = 1,., .rh,

(2. i)  tor G and d, Xt, yU are given by ( l . l)  for

By choosing in the formula (3.3), t 'k = St

(3.4), we obtain the fol lowing:

and perfect edge el imination scherne

Xk = Sk or  YO = Sk where SU is  g iven by

H and ?, 'uvith *k = uk and yU = vU.

N ' Jur " k 
= 5k and replacing in the formula
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coRoLLAR'Y 4'3. If R is a nonsingular n-by-n matrix which inverse has a nonzero
pattern allowed by (TrD), then:

n det R( {vk} U Sr.)
(4.2) det R = TT -

k=l 
*-?"iT(Sp-

provided the terms in the denominator are nonzero.

After a cancellation process as in proposition 3.i frorn [l], rve

5.1. from [5] as a Corollary of Theorem 3.2:

COROLLARY q.q. In the same condition as above;
m
l - f  r - ^ h , r ,  \

(+. : )  Oet P -  t<=t det R(VU)

. n derRqRTr
{ v,,v,le e (T) '\ l , J '

I t  is clear that ,nJ O*r*rminant formulas from [4] and [t]  tor the case of
symmetric zero-pattern of the inverse are consequences of corol ia ry 4.4and corol lary

4 .3 .

Formulas (q.z) ana (4.3) permit also to obtain the rnaximum determinant over the

determinants of all positive cornpletions of a partial positive matrix associated ,"vith a
chordal graph (see [e] and [2]).

In [3], [B] and 17) i t  is proveb that in some condit ions, a part ial matrix can be

uniquely completed to an invert ible matrix with the property that i1s inverse has 0 in

the posit ions corresponding to the unspec.if ied entries of the init ial part ial matrix.

Formulas (4'2) and (4.3) permit the computation of the determinant of this corytpletions.

we analyse now the converse question. First we recall  some definit ions from [5].

Let us consider the index sets vr,.. . ,vr€ N with the property:

m
( 4 . 4 )  U  v , - = N .

k = l  ^

DEFINITION ,F.i .  I f  V1,V2,... ,u. - ,

obtain Theorem

are index sets.satisf yipg (a.a) and Z€N x N,
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m

we say that Z l ies outside the prof i le V1,. . . ,Vr, . ,  i t ,Znt  U (Vo xyr)J=f i'  
k=i  "  ' \

DEITINITIOI"{ 4-6" If zcN x N, we say that the n-by-n matrix M has a

pattern al lorved by Z i t  tnrs = 0 for  a l l  ( r ,s)e Z.Let o(rbu the set of  a l l  n_by_n

with nonzero pattern allorved by Z.

nonzero

matrices

DEFI|.JITIOI,I 4.2" Given a directed tree (T,D) let Z(TrD) be ,1" set of al l

( r ,s)e N x N sat is fy ing nei ther  i )  nor  i i )  o f  Def in i t ion 4. I .

DEFINITION 4.8" I-et V1,... ,V*E N be index sets

be d is t inct  t rees wi th  node sets  V1, . . . ,Vr .  We say that

t w o  c o l l e c t i o n s  { V . f l V . :  l u i , u j } e  t  ( T , ) }  a n d  i V . 0 v .

In [5] i t  is conjuecture the fol lowirrg:

CONJECTI.IR.E 4.9"

w i th  node  se t  V , , " . . .V
t ' m

assume that :
l t l

sat is f  y ing (4.4)  anA le t  Tr .and T,

T,  and T,  are equiva ient  i f  the

:  {v , ,v ,  }e  €f f r ) }  are ic lent ica l .

V l , . . . ,Vmq,N be index sets  sat is fy ing (4.4)  anc j  T a t ree

t  ZFN x  N  l i e  ou ts ide  o f  t he  p ro f i l e  o f  V r , . " . ,V r r  and

Let

Le

(4.5t TT ,t" t  R(vr.)  = (det R)" Tf det R(v.n V.)
k= l  ^  

{ v i , v j }e  t ( t - )  I  I '

for al l  nonsingular matrices R for which R-l e ,-4_. fnen T satisf ies t ire interse,ction. z
proper ty  (4.1) .  I rur thermore there is  a  t ree T 'equiva lent  to  T and an or ientat ion L)  on T '

such that  ZQZ{T, ,D)

It is proved in [J] that irr this case T satisf ies intersection property (4"1). \ve give

now a counterexample to the conjecture 4.9.

Fo r  n  =  5 ,  cons ide r  V ,  =  
{ t r zJ , ^ r r=  { zp , t t } ,  V3  =  {2 ,+ ,s } ,  Va  =  t z , j , ( , J  and  the

t ree T :

and z = f  (3 '  l ) , (?,6),{4,1),(E,6),(5,0,$,3),(6,1),G,3)J.  Let  consider an inverr ib le R with

R-le J. ,*-  I  has the zero pattern:
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x

x

0

0

0

0

x

x

X

x

x

x

x

x

X

x t

0

0

x

X

r x

x

x

x

x

x

x

x

X

x

X

0

0

x

' To verify that:
4

(q.61 Tf oet R(vL) = (det R). n det R(v,f l  v.)
k= l  {v , ,v , }e  t (T)  r  ,  r

\  l ,  )

by the Jacobi identity is equivalent with:

det B( 11,3,4,5,6j  ) .  det  B(f t , j , j ,6}  ) .  oet  B({1,3,1t ,6}}  =

=  de t  B(  L3 ,4 ,5 ,6 ]  ) "  de tB( i  1 ,5 ,5 ] ) .  de t  B(  t l ,3 ,6 l ) .  de t  B( {1 ,3 ,4 } )  fo r  every  B"  4 .
s inbce b3l .= b4l  = bi l  = b5l  = 0 '  th is relat ion is equivalent wi th:

det B( t3, j ,6t) .  det  B( {3,4,6t)  = det B(t  j ,  6_} ) .  det  13( {  3,6} ) .  det  B( {3,4} )

Since b . ,3=b63= 0,  we have to prove:

br rde t  8 ( \3 ,4 ,6 | )  =  de t  B( {3 ,6 } ) .  de t  B(  {3 ,q } ) .

This last  re la t ion is  t rue s ince Ay bZg= b4d = 0r  det  B({3,4,6 i )  =  be6.  B({3,4}  )  anO

by ble = b 63 
= 0, det B( t3,6J ) = b33r b6G.

Thus (4.6) is verif ied for every R with n-le o{r.

There exist the fol lowing two trees equivalent with T, denoted by T'and T,, :

V3

@
! i le prove that there is no orientation.on any of trees

of mandatary zero given by Definit ion 4.7 is included in Z.

Let assume that there exists an orientation of one of

zero is  inc luded in  Z.  S ince ( t , i l (Z  and (6,4){2,  * .

corresponding to the node set y 
Z, 

y 
j ,  VO the orientation:

T, T'.or T" such that i ts set

the trees such its mandatory

must have on the subtree



r l l*

since (k ' l )€z f .or  k)  3,  the unique edge [v 'v*]  involv ing V, must have the
orientation from V, to V,. So we may have tlre following orientations D, D, and D,r on T,
T' respective T',:

.  But (1,6).ez(T,D),  ( r ,3)  €z(T' ,D,)  and (r ,3)€z(7",D,,)  so none of  them is incruded in
Z and thus the conjecture is not true.
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