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Abstract

This paper presents an optimal solution of the H2 state feedback control problem for discrete-time

time-varying periodic stochastic linear systems simultaneously affected by jump Markov perturba-

tions and multiplicative white noise. it is proved that the optimal solution is a static gain which is

also optimal in the class of all higher order controllers. The gain matrix of the optimal controller

is expressed in terms of the stabilizing solution of some generalized coupled discrete-time Riccati

type equations. An iterative procedure which allows us to compute the stabilizing solution of the

corresponding generalized discrete-time Riccati equation is proposed. The derivation of the state

space representation of the optimal controller is essentially based on the formula of the value of

the H2-norms of the considered stochastic systems. As in the deterministic case, the value of H2-

norms are expressed in terms of periodic solutions of some linear matrix equations extending to

this framework the well known equations of the observability Gramian and controlability Gramian.

It is worth mentioning that the value of the H2-norms of a discrete-time linear stochastic system

with periodic coefficients affected by an homogenous Markov chain is strongly dependent on the

existence of the limit of Pt for t tends to ∞ where P is a transition probability matrix of the Markov

chain. We feel that this is an unexpected fact and it is specific to the discrete-time case.

Keywords: linear stochastic systems, Markovian jumping, H2-norms, discrete-time Riccati

equations, periodic coefficients.
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I. INTRODUCTION.

In the last three decades a great amount of effort was dedicated to the solution of the H2 and

H∞ control problems. Originated in two optimization problems stated in frequency domain

consisting in the minimization either of the H2-norm or of the H∞-norm of some suitable

transfer functions, these two control problems get later an equivalent formulation in the

time domain. The state space interpretation of the H2-norm and of the H∞-norm of a linear

time invariant system allowed important extensions of the H2 and H∞ control problems to

deterministic time varying control systems as well as to both time invariant and time varying

stochastic systems. For the readers convenience we refer to the monographs [3], [21], [24],

[1], [27] and their references for the deterministic case and to [27], [6], [29], [15], [16], [19]

for the stochastic case.

Traditionally, in the stochastic framework a special attention was paid to two classes of

stochastic systems, namely Markov jump linear systems and systems subject to multiplicative

white noise. When an important and unpredictible variation causes a discrete change in the

plant characterization at isolated points in time, a Markov chain with a finite state space is a

natural model for the plant parameter process. Some illustrative applications of these systems

can be found for example in [2], [18], [25], [6], [26] and their references.

More recently, the H2 control problem for continuous time Markov jump linear stationary

systems has been studied in [4] for the state feedback case and in [10] for the output feedback

case. The H2 optimal control problem for discrete-time time-invariant Markov jump systems

was solved in [5], [6].

The stochastic systems with multiplicative white noise naturally arise in control problems

of linear uncertain systems with stochastic uncertainty (see [17], [23], [28], [30] and the

references therein). Results concerning the H2 control problem for this type of systems are

derived for instance in [9], [12] for the continuous time case and [19], [20] for the discrete-

time case.

Recently, there is an increasing interest in various control problems for stochastic systems

simultaneously affected by multiplicative white noise perturbations and Markovian jumping

(see e.g. [13], [15] for continuous time case and [7], [8], [16] for the discrete-time case).
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Lately, there is an increasing interest to encounter periodic phenomena in many practical

fields, such as spacecraft altitude control, industrial process control, communication systems

and economics ([1], [31]). It is worth mentioning that in the case of controlled systems with

periodic coefficients of period θ ≥ 2, the solutions of many control problems can be effectively

computed and implemented as in the time invariant case, that is the periodic case of period

θ = 1.

In the present paper the H2 optimal control problem for a class of discrete-time linear

stochastic systems with periodic coefficients is considered. This paper may be viewed as

the discrete-time counterpart of [14]. The consider controlled systems have state space rep-

resentations described by linear systems with periodic coefficients simultaneously affected

by an homogenous Markov chain and multiplicative and additive white noise perturbations.

Related to such a class of systems we introduced two quadratic cost functionals which we call

”H2-norms”. These cost functionals are defined via the Cesaro limit of the mean square of a

suitable output. In the special case when the multiplicative white noise perturbations would

vanish and the Markov chain would has only one state, the considered performance criteria

reduce to the well known H2-norm introduced for a discrete-time deterministic system. This

justify the terminology used in connection with the control problem investigated in this paper.

The H2 optimization problem considered in this paper is solved under the assumption that

perfect measurements of the state vectors are available to fed the controller. Also, it is assumed

that at each time instance the states of the Markov chain are known. The class of the admissible

controllers consist of arbitrary dynamic systems with periodic coefficients with the same

period θ . The dimension of the state space of the admissible controllers is not prefixed.

We show that among all admissible controllers the best performance is achieved by a zero

order controller, that is a stabilizing state feedback. The gain matrix of the optimal controller

is design based on the stabilizing solution of a suitable system of coupled discrete-time

Riccati equations. The derivation of the state space representation of the optimal controller

is essentially based on the formula of the value of the H2 norms of the considered stochastic

systems. As in the deterministic case, the value of H2 norms are expressed in terms of

periodic solutions of some linear matrix equations extending to this framework the well known

equations of the observability Gramian and controlability Gramian. It is worth mentioning that

the value of the H2-norms of a discrete-time linear stochastic system with periodic coefficients
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affected by an homogenous Markov chain is strongly dependent on the existence of the limit

of Pt for t tends to ∞. We feel that this fact is an unexpected one and it is specific to the

discrete-time case.

The rest of the paper is organized as follows: in the first part of Section 2 we introduced

two H2 type norms for a discrete-time linear stochastic systems with periodic coefficients,

simultaneously affected by a Markov chain and multiplicative and additive white noise per-

turbations. In the second part of Section 2 the H2 optimization problems we want to solve

in this paper, are stated. Section 3 collects some known definitions and results which help us

to state and prove the main results of this paper. The values of the H2 norms is computed in

Section 4 in terms of periodic solutions of some suitable discrete-time linear matrix equations.

The solutions of the H2 optimization problems stated in Section 2 are provided in Section 5.

II. PROBLEM FORMULATION.

Consider the system G having the state space representation:

G


x(t +1) = [A0(t,ηt)+

r
∑

k=1
wk(t)Ak(t,ηt)]x(t)+B(t,ηt)v(t),

z(t) =C(t,ηt)x(t),
(1)

t ∈ Z+ = {0,1,2, ...}, where x(t) ∈ Rn are the state vectors, while z(t) ∈ Rnz are the values

of a preferential output of the system (G).

In (1) {ηt}t≥0 is an homogeneous Markov chain on a given probability space (Ω,F ,P)

with the set of the states S= {1,2,3, ...,N} and the transition probability matrix P = (pi j),

(for details see [11]) {w(t)}t≥0 (w(t) = (w1(t),w2(t), ...,wr(t))T ), {v(t)}t≥0 are sequences of

independent random vectors satisfying the assumptions:

H1) E[w(t)] = 0, E[w(t)wT (t)] = Ir for all t ∈ Z+; the stochastic process {w(t)}t≥0 is inde-

pendent of the stochastic process {ηt}t≥0.

H2) E[v(t)] = 0, E[v(t)vT (t)] = Imv for all t ∈ Z+; the stochastic process {v(t)}t≥0 is inde-

pendent of {w(t),ηt}t≥0.

As usual E[·] stands for the mathematical expectation and superscript T denotes the transpo-

sition of a matrix or a vector.
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Regarding the coefficients of the system (1) we assume that the sequences {Ak(t, i)}t≥0 ⊂

Rn×n, 0≤ k≤ r, {B(t, i)}t≥0 ⊂Rn×mv , {C(t, i)}t≥0 ⊂Rnz×n are periodic with a period θ ≥ 1.

Throughout this section we assume that the discrete-time linear stochastic system

x(t +1) = [A0(t,ηt)+
r

∑
k=1

wk(t)Ak(t,ηt)]x(t) (2)

is exponentially stable in mean square (ESMS).

For precise definition and other properties of the concept of (ESMS) we refer to [16].

Consider z(t; t0,x0,v) = C(t,ηt)x(t; t0,x0,v) where x(t; t0,x0,v) is the solution of the system

(1) with the initial value x(t0; t0,x0,v) = x0 ∈ Rn. Using the decomposition x(t; t0,x0,v) =

x(t; t0,x0,0)+ x(t; t0,x0,v) one obtains the following splitting of the output

z(t; t0,x0,v) = z(t; t0,x0,0)+ z(t; t0,0,v).

So, we obtain a separation of the influence of the initial conditions x0 and of the additive white

noise perturbation v(t) on the output of the considered system. In this work we are interested

in introducing a measure of the influence of the additive white noise perturbation through

a preferred output of the given system. Also, in the case when the system contains control

parameters, our aim is to construct a control law which minimize the effect of the additive

white noise perturbations. To measure the influence of the additive white noise perturbation

through an output of the system (1) we introduce the so called H2-norm. Thus we introduce

‖G‖2 = { lim
τ→∞

1
τ

τ

∑
t=0

E[|z0(t)|2]}1/2 (3)

where z0(t) =C(t,ηt)x(t;0,0,v) = z(t;0,0,v).

Motivated by the dependence of the coefficients of the considered system upon the Markov

chain, we may introduce also the following H2-type norm: ||| · |||2,

|||G|||2 = { lim
τ→∞

1
τ

τ

∑
t=0

∑
i∈S0

E[|z0(t)|2|η0 = i]}1/2 (4)

where S0 = {i ∈S|P(η0) = i > 0}.

Throughout the paper E[·|η0 = i] stands for the conditional expectation with respect to the

event {η0 = i}.

In Section 4 we shall show how we can express the values of the two H2-norms introduced

above in terms of global solution of some suitable linear equations which extend to this
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framework the well known equations of the controllability Gramian and observability Gramian

from the deterministic case. Also, it will be clear that the value of the norms (3) and (4)

respectively, does not change if the output z0(t) is replaced by z(t;0,x0,v) for arbitrary x0 ∈Rn.

Let us consider the controlled system (G) described by

x(t +1) = [A0(t,ηt)+
r

∑
k=1

wk(t)Ak(t,ηt)]x(t)+ [B0(t,ηt)+

+
r

∑
k=1

wk(t)Bk(t,ηt)]u(t)+Bv(t,ηt)v(t)

y(t) = x(t) (5)

z(t) = Cz(t,ηt)x(t)+Dz(t,ηt)u(t)

where x(t) ∈Rn are the state vectors, u(t) ∈Rn are the control parameters, y(t) ∈Rn are the

available measurements to fed the controller, and z(t) is the output which must be controlled.

In this paper, we consider the case when perfect state measurements are possible. That is

y(t) = x(t). The case when an output y(t) = [C0(t,ηt)+
r
∑

k=1
wk(t)Ck(t,ηt)]x(t)+D(t,ηt)v(t)

is available for measurements will be considered elsewhere.

In (5) the stochastic processes {ηt}t≥0, {w(t)}t≥0, {v(t)}t≥0 are as in the system (1) and satisfy

the assumptions H1) and H2). Regarding the coefficients of the system (5) we assume that

the sequences {Ak(t, i)}t≥0 ⊂ Rn×n, {Bk(t, i)}t≥0 ⊂ Rn×m, 0 ≤ k ≤ r, {Bv(t, i)}t≥0 ⊂ Rn×mv ,

{Cz(t, i)}t≥0 ⊂ Rnz×n, {Dz(t, i)}t≥0 ⊂ Rnz×m, are periodic of period θ ≥ 1.

To control the system (5) we consider dynamic controllers Gc having the state space repre-

sentation of the form:

xc(t +1) = [A0c(t,ηt)+
r

∑
k=1

wk(t)Akc(t,ηt)]xc(t)+Bc(t,ηt)uc(t) (6)

yc(t) = Cc(t,ηt)xc(t)+Dc(t,ηt)uc(t)

where xc(t) ∈ Rnc are the state parameters of the controller, uc(t) ∈ Rn are the inputs and

yc(t) ∈ Rm are the outputs of the controller.

In (6) the dimension nc ≥ 0 of the state space of a controller Gc is not prefixed. In the special

case nc = 0, a controller (6) reduces to a state feedback law of the form uc(t) = Dc(t,ηt)uc(t).

In (6) {Akc(t, i)}t≥0 ⊂ Rnc×nc , 0 ≤ k ≤ r, {Bc(t, i)}t≥0 ⊂ Rnc×n, {Cc(t, i)}t≥0 ⊂ Rm×nc ,

{Dc(t, i)}t≥0 ⊂ Rm×n are arbitrary θ -periodic sequences.
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When coupling a controller Gc of type (6) to the system (5) taking uc(t)= y(t) and u(t)= yc(t)

one obtains the following closed-loop system

(Gcl(Gc)) :


xcl(t +1) = [A0cl(t,ηt)+

r
∑

k=1
wk(t)Akcl(t,ηt)]xcl(t)+Bvcl(t,ηt)v(t),

zcl(t) =Ccl(t,ηt)xcl(t)
(7)

where

xcl(t) =
(

xT (t) xT
c (t)

)T
,

A0cl(t, i) =

 A0(t, i)+B0(t, i)Dc(t, i) B0(t, i)Cc(t, i)

Bc(t, i) A0c(t, i)

 , (8)

Akcl(t, i) =

 Ak(t, i)+Bk(t, i)Dc(t, i) Bk(t, i)Cc(t, i)

0 Akc(t, i)

 ,1≤ k ≤ r

Bvcl(t, i) =

 Bv(t, i)

0

 ,

Ccl(t, i) =
(

Cz(t, i)+Dz(t, i)Dc(t, i) Dz(t, i)Cc(t, i)
)
.

Often we shall write Gcl instead of Gcl(Gc) when no confusions are possible.

In the sequel, we denote Ks(G) the set of all controllers Gc with the state space representation

of type (6) with the property that the linear system

xcl(t +1) = [A0cl(t,ηt)+
r

∑
k=1

wk(t)Akcl(t,ηt)]xcl(t) (9)

is ESMS. In the sequel the controllers from Ks(G) will be called ”stabilizing controllers”.

One sees that the closed loop systems (7) are of the form (1) while (9) is of type (2). Hence,

in the case of systems (7) we may defined the H2-norms (3) or (4), respectively.

Now, we are in position to formulate the H2-optimization problems for the system (5) which

are solved in this paper.

OP j Find a stabilizing controller G̃c, j with the property that

||Gcl(G̃c, j)||2, j ≤ ||Gcl(Gc)||2, j, j = 1,2 (10)

for all Gc ∈Ks(G).
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In (10) || · ||2, j = || · ||2 defined as in (3) for j = 1 and || · ||2, j = ||| · |||2 defined as in (4)

for j = 2. The solution of this two H2-optimization problems will be given in Section 5.

We shall see that among all stabilizing controllers of type (6) of arbitrary order nc, the best

performance is achieved by a zero order controller.

III. SOME AUXILIARY RESULTS.

In this section we briefly recall several already known notions which will be helpful to state

and proof the main results of this paper. Throughout this paper Sn ⊂ Rn×n stands for the

linear subspace of the n×n symmetric real matrices and S N
n = Sn⊕Sn...⊕Sn. One sees

easily that S N
n is an ordered real Hilbert space with respect to the inner product

< X,Y >=
N

∑
i=1

Tr[X(i)Y (i)] (11)

for all X = (X(1),X(2), ...,X(N)), Y = (Y (1),Y (2), ...,Y (N)) ∈S N
n , and the order relation

induced by the closed, solid, convex cone S N+
n = {X ∈S N

n |X = (X(1), ...,X(N)), X(i)≥ 0,

1≤ i≤ N}. Here, X(i)≥ 0 means that X(i) is a positive semidefinite matrix.

Based on the coefficients of the system (2) we construct the following sequence of linear

operators {L (t)}t∈Z, L (t) : S N
n →S N

n by L (t)(X) = (L1(t)(X), ...,LN(t)(X)) with

Li(t)(X) =
r

∑
k=0

N

∑
j=1

p jiAk(t, j)X( j)AT
k (t, j) (12)

for all X ∈S N
n . By direct calculations one obtains that the adjoint operator of L (t) with

respect to the inner product (3.1) is given by L ∗(t)(X) = (L ∗
1 (t)(X), ...,L ∗

N(t)(X)) with

L ∗
i (t)(X) =

r

∑
k=0

AT
k (t, i)Ei(X)Ak(t, i) (13)

for all X ∈S N
n . Throughout this paper

Ei(Y) =
N

∑
j=1

pi jY ( j),(∀)Y ∈S N
n . (14)

It is worth mentioning that even if the system (1), (5) and (6) are well defined for t ∈ Z+ all

coefficients of these systems {Ak(t, i)}t≥0 and so on, can be extended by periodicity to t ∈ Z.

So, L (t) may be defined for t ∈ Z.

The sequences {L (t)}t∈Z and {L ∗(t)}t∈Z play an important role in characterization of the

exponential stability in mean square of the discrete-time linear stochastic system (2).
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Combining Theorem 3.10 with Theorems 2.4 and 2.7 in [16] we obtain:

Proposition 3.1. Under the assumption H1) the following are equivalent:

(i) the discrete-time linear stochastic system (2) is ESMS;

(ii) the discrete-time linear equation on S N
n , X(t +1) = L (t)(X(t)) is exponentially stable;

(iii) the discrete-time backward affine equation on S N
n , X(t) = L ∗(t)(X(t + 1)) + IN

n has

a θ -periodic solution X̃(t) = (X̃(t,1), ..., X̃(t,N)) with X̃(t, i) > 0, t ∈ Z, 1 ≤ i ≤ N where

IN
n =

(
In, In, ... , In

)
∈S N+

n ;

(iv) for any θ -periodic sequence {H(t)}t∈Z, H(t) = (H(t,1), ...,H(t,N)) with H(t, i)> 0, for

all (t, i) ∈ Z×S, the discrete-time backward affine equation

X(t) = L ∗(t)(X(t +1))+H(t)

has a θ -periodic solution X̂(t) = (X̂(t,1), ..., X̂(t,N)), X̂(t, i)> 0, (∀) (t, i) ∈ Z×S;

(v) the discrete-time forward equation

Y(t +1) = L (t)(Y(t))+ IN
n

has a θ -periodic solution Ỹ(t) = (Ỹ (t,1), ...,Ỹ (t,N)) with Ỹ (t, i)> 0, (∀)(t, i) ∈ Z×S;

(vi) for any θ -periodic sequence {H(t)}t∈Z ⊂S N
n as in (iv) the discrete-time forward affine

equation

Y(t +1) = L (t)(Y(t))+H(t)

has a θ -periodic solution Ŷ(t) = (Ŷ (t,1), ...,Ŷ (t,N)) with Ŷ (t, i)> 0, (∀) (t, i) ∈ Z×S.

Further, combining Theorem 2.5 and Theorem 2.6 in [16] with Proposition 3.1 from above,

we obtain:

Proposition 3.2. Assume that assumption H1) is fulfilled and the system (2) is ESMS. Then

the following hold:

(i) for any θ -periodic sequence {H(t)}t∈Z ⊂S N
n the discrete-time backward affine equation

X(t) = L ∗(t)(X(t +1))+H(t) (15)

has a unique θ -periodic solution X̃(t) = (X̃(t,1)...X̃(t,N)). Furthermore if H(t)∈S N+
n ∀t ∈Z

then X̃(t) ∈S N+
n , ∀t ∈ Z;
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(ii) for any θ -periodic sequence {H(t)}t∈Z ⊂S N
n the discrete-time forward affine equation

Y(t +1) = L (t)(Y(t)+H(t)) (16)

has a unique θ -periodic solution Ỹ(t) = (Ỹ (t,1), ...,Ỹ (t,N)), t ∈Z. Moreover, if H(t)∈S N+
n ,

(∀) t ∈ Z, then Ỹ(t) ∈S N+
n , ∀t ∈ Z.

Lemma 3.3. Under the assumptions H1) and H2) if X(t) = (X(t,1), ...,X(t,N))∈S N
n , t ≥ t0,

X(t, i) = XT (t, i) then the following equality holds:

E[xT (t +1)X(t +1,ηt+1)x(t +1)|ηt0] = E[xT (t)L ∗
ηt
(t)(X(t +1))x(t)|ηt0]+ (17)

+
N

∑
j=1

E[pηt jTr[BT (t,ηt)X(t +1, j)B(t,ηt)]|ηt0]

for all t ≥ t0 ≥ 0 and for all trajectories x(t) = x(t; t0,x0,v) of the system (1).

Proof. The equality in the statement follows immediately from Lemma 3.1 in [16] because

the system (1) from above is a special case of the system (3.84) in the afore mentioned

reference.

At the end of this section, let us recall several useful properties of a stochastic matrix. For

details we refer to [11] (Chapter 5).

A matrix P̌ = (p̌i j) ∈ RN×N is named stochastic matrix if p̌i j ≥ 0, (∀) i, j and
N
∑
j=1

p̌i j = 1

(∀) 1≤ i≤ N.

Lemma 3.4 [11]. If P̌ is a stochastic matrix then the Cesaro limit lim
τ→∞

1
τ

τ

∑
t=0

P̌t is well defined.

If

Q̌ = lim
τ→∞

1
τ

τ

∑
t=0

P̌t (18)

then Q̌ is a stochastic matrix and satisfies:

Q̌P̌ = P̌Q̌ = Q̌.

It is known that if P̌ is a stochastic matrix, then the limit lim
t→∞

P̌t is not always well defined.

However, if this limit exist, then we have:

lim
t→∞

P̌t = Q̌

where Q̌ is the matrix defined in (18).
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Let πt = (πt(1), ...,πt(N)) be the distribution of the random variable ηt . That is πt(i) =

P{ηt = i}, 1≤ i≤ N. One obtains that πt+1 = πtP, which leads to

πt = π0Pt . (19)

Applying Lemma 3.4 in the case P̌ = P we obtain that it is well defined π∞ by

π∞ = lim
τ→∞

1
τ

τ

∑
t=0

πt . (20)

We have

π∞ = π0Q (21)

where Q is a stochastic matrix defined by (18) for P̌ = P.

IV. COMPUTATION OF THE H2-NORMS.

In this section we shall compute the values of the H2-norms introduced via (3) and (4). We

shall see that in the case of discrete-time linear stochastic systems of type (1) with periodic

coefficients of period θ ≥ 2 both the value of the norm (3) as well as (4) are strongly affected

by the existence or non-existence of the limit lim
t→∞

Pt .

Theorem 4.1. Assume that the system (2) is ESMS. Under the assumptions H1) and H2) the

following equalities hold:

lim
τ→∞

1
τ

τ

∑
t=0

E[|z(t;0,x0,v)|2/η0 = i] =
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
s=0

µ̃i j(s)Tr[BT (s, j)X̃(s+1, l)B(s, j)] (22)

for all i ∈S such that P(η0 = i)> 0 and for all x0 ∈Rn, where X̃(t) = (X̃(t,1), ..., X̃(t,N))

is the unique θ -periodic solution of the discrete-time backward affine equation on the space

S N
n :

X(t, ι) = L ∗
ι (t)(X(t +1))+CT (t, ι)C(t, ι), 1≤ ι ≤ N (23)

and the scalars µ̃i j(s) are the elements of the matrix M̃(s) defined as follows:

M̃(s) = Q (24)

if there exists lim
t→∞

Pt and

M̃(s) = Q(θ)Ps (25)
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if the limit lim
t→∞

Pt is not well defined; where Q is given by (18) when P̌ = P while Q(θ) is

given by (18) for P̌ = Pθ .

Proof. First, let us remark that based on Proposition 3.2 from above, the equation (23) has a

unique θ -periodic solution X̃(t) = (X̃(t,1), ..., X̃(t,N)) t ∈ Z.

Let x(t) = x(t;0,x0,v) be an arbitrary solution of the system (1) and z(t) =C(t,ηt)x(t) be the

corresponding output.

Using (23) we may write:

E[|z(t)|2|η0] = E[xT (t)CT (t,ηt)C(t,ηt)x(t)|η0] =

= E[xT (t)X̃(t,ηt)x(t)|η0]−E[xT (t)L ∗
ηt
(t)(X̃(t +1))x(t)|η0]

∀t ≥ 0.

Further, applying Lemma 3.3 for X(t) = X̃(t) and summing from t = 0 to t = τ one obtains:
τ

∑
t=0

E[|z(t)|2|η0] =
τ

∑
t=0

N

∑
l=1

E[pηt lTr[BT (t,ηt)X̃(t +1, l)B(t,ηt)]|η0]+Ψ(x0,τ), τ ≥ 1, (26)

where we denoted Ψ(x0,τ) = xT
0 X̃(0,η0)x0−E[xT (τ +1)X̃(τ +1,ητ+1)x(τ +1)|η0].

Let i ∈ {1,2, ...,N} with the property that P{η0 = i}> 0. In this case (26) yields
τ

∑
t=0

E[|z(t)|2|η0 = i] =
τ

∑
t=0

N

∑
l=1

E[pηt lTr[BT (t,ηt)X̃(t +1, l)B(t,ηt)]|η0 = i] (27)

+E[Ψ(x0,τ)|η0 = i].

We have

E[Ψ(x0,τ)|η0 = i] = xT
0 X̃(0, i)x0−E[xT (τ +1)X̃(τ +1,ητ+1)x(τ +1)|η0 = i]. (28)

Applying Corollary 3.9 (ii) in [16] we deduce that sup
t≥0

E[|x(t)|2|η0 = i]≤ c(x0)< ∞.

So we may deduce from (28) that lim
τ→∞

1
τ
E[Ψ(x0,τ)|η0 = i] = 0, (∀)x0 ∈ Rn.

This allows us to conclude via (27) that

lim
τ→∞

1
τ

τ

∑
t=0

E[|z(t)|2|η0 = i] = lim
τ→∞

1
τ

τ

∑
t=0

N

∑
l=1

E[pηt lTr[BT (t,ηt)X̃(t +1, l)B(t,ηt)]|η0 = i] (29)

for all x0 ∈ Rn.

Let ν(τ) = [ τ

θ
] be the largest integer less or equal than the rational number τ

θ
. It follows that

lim
τ→∞

ν(τ) = ∞ and ν(τ)θ ≤ τ ≤ ν(τ)θ +θ −1.

DRAFT



13

Hence, lim
τ→∞

1
τ

τ

∑
t=ν(τ)θ

N
∑

l=1
E[pηt lTr[BT (t,ηt)X̃(t +1, l)B(t,ηt)]|η0 = i] = 0.

In this way (29) reduces to

lim
τ→∞

1
τ

τ

∑
t=0

E[|z(t)|2|η0 = i] = lim
τ→∞

1
τ

ν(τ)θ−1

∑
t=0

N

∑
l=1

E[pηt lTr[BT (t,ηt)X̃(t +1, l)B(t,ηt)]|η0 = i].(30)

Further we write:

E[pηt lTr[BT (t,ηt)X̃(t+1, l)B(t,ηt)]|η0 = i] =
N

∑
j=1

p jlTr[BT (t, j)X̃(t+1, l)B(t, j)]P{ηt = j|η0 = i}.

Let ek, 1 ≤ k ≤ N be the vectors of the canonical base of RN . If we take into account that

P{ηt = j|η0 = i}= eT
i Pte j we obtain

ν(τ)θ−1

∑
t=0

N

∑
l=1

E[pηt lTr[BT (t,ηt)X̃(t +1, l)B(t,ηt)]|η0 = i] =
N

∑
l=1

N

∑
j=1

p jl

ν(τ)θ−1

∑
t=0

ρ(t, l, j)eT
i Pte j(31)

where we denoted ρ(t, l, j) = Tr[BT (t, j)X̃(t + 1, l)B(t, j)]. It is obvious that the sequences

{ρ(t, l, j)}t∈Z are θ -periodic sequences.

Exploiting the periodicity property of these sequences we may obtain

ν(τ)θ−1

∑
t=0

ρ(t, l, j)eT
i Pte j =

ν(τ)−1

∑
k=0

θ−1

∑
s=0

ρ(kθ + s, l, j)eT
i Pkθ+se j =

θ−1

∑
s=0

ρ(s, l, j)eT
i

ν(τ)−1

∑
k=0

Pkθ Pse j.

This allows us to conclude that

lim
τ→∞

1
ν(τ)

ν(τ)θ−1

∑
t=0

ρ(t, l, j)eT
i Pte j =

θ−1

∑
s=0

ρ(s, l, j)eT
i [ lim

τ→∞

1
ν(τ)

ν(τ)−1

∑
k=0

(Pθ )k]Pse j =

=
θ−1

∑
s=0

ρ(s, l, j)eT
i Q(θ)Pse j. (32)

Finally (30), (31), (32) together with the equality lim
τ→∞

ν(τ)
τ

= 1
θ

lead to

lim
τ→∞

1
τ

τ

∑
t=0

E[|z(t)|2|η0 = i] =
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
s=0

Tr[BT (s, j)X̃(s+1, l)B(s, j)]eT
i Q(θ)Pse j. (33)

If we take into account that eT
i Q(θ)Pse j = µ̃i j(s) we have that (33) is just (22) with µ̃i j(s)

constructed via (25). To end the proof it remains to show that (25) reduces to (24) if the

limit lim
t→∞

Pt is well defined. Indeed if lim
t→∞

Pt exists, then, it is equal with Q, where Q is the

stochastic matrix defined by (18) for P̌ = P.

Thus, one gets Q(θ) = lim
ν→∞

1
ν

ν

∑
k=0

Pkθ = lim
k→∞

Pkθ = lim
t→∞

Pt = Q. So, we obtain that Q(θ) = Q.

Since QP = Q we deduce that M̃(s) = Q, 0≤ s≤ θ −1. Thus the proof is complete.
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Remark 4.1. The matrices M̃(s) were defined for 0≤ s≤ θ−1 by (24) and (25), respectively.

It is easy to see that both (24) and (25), respectively, make sense for every s ∈ Z+. If M̃(·) is

constructed via (25) we have M̃(s+θ) = Q(θ)Ps+θ = Q(θ)Ps = M̃(s) for all s ∈ Z+. Hence,

the sequence of matrices {M̃(s)}s∈Z+ is periodic with period θ .

Now, we are in a position to prove the main results of this section:

Theorem 4.2. Under the assumptions of Theorem 4.1 the value of the H2-norm defined by

(3) for the system G is given by:

||G||22 =
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
s=0

µ
π0
j (s)Tr[BT (s, j)X̃(s+1, l)B(s, j)] =

=
1
θ

θ−1

∑
s=0

N

∑
i=1

Tr[C(s, i)Y π0(s, i)CT (s, i)] = lim
τ→∞

1
τ

τ

∑
t=0

E[|z(t;0,x0,v)|2] (34)

for all x0 ∈ Rn, where X̃(t) = (X̃(t,1), ..., X̃(t,N)) is the unique θ -periodic solution of the

discrete-time backward affine equation (23) while Yπ0(t) = (Y π0(t,1), ...,Y π0(t,N)) is the

unique θ -periodic solution of the discrete-time forward affine equation

Y (t +1, i) = Li(t)(Y(t))+
N

∑
j=1

p jiµ
π0
j (t)B(t, j)BT (t, j) (35)

1≤ i≤ N. The scalars µ
π0
j (t) are defined by

µ
π0
j (t) =

N

∑
l=1

π0(l)µ̃l j(t), 1≤ j ≤ N, t ∈ Z+, (36)

π0 = (π0(1), ...,π0(N)) being the initial distribution of the Markov chain.

Proof. With the convention E[|z(t;0,x0,v)|2|η0 = i] = 0 if P{η0 = i}= 0, we obtain, based

on (22) the equality:

lim
τ→∞

1
τ

τ

∑
t=0

E[|z(t;0,x0,v)|2] = lim
τ→∞

1
τ

τ

∑
t=0

N

∑
i=1

π0(i)E[|z(t;0,x0,v)|2η0 = i] =

=
N

∑
i=1

π0(i) lim
τ→∞

1
τ

τ

∑
t=0

E[|z(t;0,x0,v)|2|η0 = i] = (37)

=
N

∑
j=1

N

∑
l=1

p jl

θ

θ−1

∑
s=0

µ
π0
j (s)Tr[BT (s, j)X̃(s+1, l)B(s, j)]

(∀)x0 ∈Rn. Taking x0 = 0 in (37) one obtains (via (3)) the first equality in (34). Furthermore

(37) shows that the value of the H2-norm defined by (3) is not influenced by the initial

condition x0 of the trajectory x(t;0,x0,v) involved in the definition of that norm.
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To prove the second equality from (34) let us introduce the notation:

Bπ0(t) = (Bπ0(t,1), ...,Bπ0(t,N)) (38)

Bπ0(t, l) =
N

∑
j=1

p jlµ
π0
j (t)B(t, j)BT (t, j), t ∈ Z+, 1≤ l ≤ N.

Using (38) and (11), we write:
N

∑
l=1

N

∑
j=1

p jlµ
π0
j (s)Tr[BT (s, j)X̃(s+1, l)B(s, j)] = (39)

=
N

∑
l=1

Tr[X̃(s+1, l)Bπ0(s, l)] = 〈X̃(s+1),Bπ0(s)〉.

On the other hand, the linear equation (35) may be written in a compact form:

Y π0(t +1) = L (t)(Y π0(t))+Bπ0(t) (40)

and the linear equation (23) can be written in the compact form:

X̃(t) = L ∗(t)(X̃(t +1)+C (t)) (41)

where C (t) = (C (t,1), ...,C (t,N)), C (t, i) =CT (t, i)C(t, i), 1≤ i≤ N, t ∈ Z.

Based on (40) and (41) we may write:

〈X̃(s+1),Bπ0(s)〉= 〈X̃(s+1),Yπ0(s+1)〉−〈X̃(s+1),L (s)(Yπ0(s))〉=

= 〈X̃(s+1),Yπ0(s+1)〉−〈L ∗(s)(X̃(s+1)),Yπ0(s)〉=

= 〈X̃(s+1),Yπ0(s+1)〉−〈X̃(s),Yπ0(s)〉+ 〈C (s),Yπ0(s)〉.

This allows us to obtain via (39):
N

∑
l=1

N

∑
j=1

p jlµ
π0
j (s)Tr[BT (s, j)X̃(s+1, l)B(s, j)] =

= 〈X̃(s+1),Yπ0(s+1)〉−〈X̃(s),Yπ0(s)〉+ 〈C (s),Yπ0(s)〉.

This leads to
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
s=0

µ
π0
j (s)Tr[BT (s, j)X̃(s+1, j)B(s, j)] =

1
θ

θ−1

∑
s=0
〈C (s),Yπ0(s)〉. (42)

To obtain (42) we have used the periodicity property of the solutions Yπ0(·) and X̃(·). Invoking

again (11) we obtain that (42) coincides with the second equality from (34).
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The last equality from (34) follows obviously from (37) and (42). Thus the proof is complete.

Theorem 4.3. Assume:

a) the assumptions H1), H2) are fulfilled and the system (2) is ESMS.

b) P{η0 = i}> 0, 1≤ i≤ N.

Under these conditions, the value of the H2-norm of the system G introduced via (4) is given

by

|||G|||22 =
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
s=0

µ̃ j(s)Tr[BT (s, j)X̃(s+1, l)B(s, j)] =

=
1
θ

θ−1

∑
s=0

N

∑
i=1

Tr[C(s, i)Ỹ (s, i)CT (s, i)] = lim
τ→∞

1
τ

τ

∑
t=0

N

∑
i=1

E[|z(t;0,x0,v)|2|η0 = i] (43)

(∀) x0 ∈ Rn, where X̃(t) = (X̃(t,1), ..., X̃(t,N)) is the unique θ -periodic solution of the

discrete-time backward affine equation (23) and Ỹ(t) = (Ỹ (t,1), ...,Ỹ (t,N)) is the unique

θ -periodic solution of the discrete-time forward affine equation on S N
n ,

Y (t +1, i) = Li(t)(Y(t))+
N

∑
j=1

p jiµ̃ j(t)B(t, j)BT (t, j) (44)

1≤ i≤ N. The scalars µ̃ j(t) are defined by

µ̃ j(t) =
N

∑
i=1

µ̃i j(t) (45)

1≤ j ≤ N, t ∈ Z+.

Proof. Under the considered assumptions, the equalities (22) take place for any i ∈S. The

first equality from (43) is obtained directly by summing (22) for i ∈ {1, ...,N}. The other two

equalities from (43) are obtained in a similar way as in the proof of Theorem 4.2. The details

are omitted.

The last equality from (43) shows that the value of the norm (4) does not change if in (4)

the output z(t;0,x0,v) would be involved.

Remark 4.2. a) In the absence of the assumption b) in the statement of Theorem 4.3 the

scalars µ̃i(t) defined via (45) are replaced in (43) by

µ
S0
j (t) = ∑

i∈S0

µ̃i j(t), t ∈ Z+. (46)
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b) Under the assumptions of Theorem 4.3, the value of the norm (4) does not depend upon

the initial distribution π0 of the Markov chain. From (34) and (43) one obtains that ||G||2 ≤

|||G|||2.

c) If to the assumptions of Theorem 4.1 we add the additional assumption that limt→∞ Pt exists

and P is a nondegenerate stochastic matrix we may introduce a new H2-norm as follows:

‖̃G‖̃2 = lim
τ→∞

τ+θ−1

∑
t=τ

E[|z0(t)|2].

Using the same technique as in the proofs of Lemma 7.4 and Lemma 7.5 from [16] one

obtains that

‖̃G‖̃2 = ‖G‖2.

However, the norm ‖̃G‖̃2 can be computed under more restrictive assumptions and that is

why we do not use it in our approach.

Let T(t,τ) be the linear evolution operator on S N
n defined by the discrete-time linear equation

X(t +1) = L (t)(X(t)). (47)

This means that T(t,τ) = L (t−1)L (t−2)...L (τ) if t > τ and T(t,τ) = IS N
n

if t = τ , IS N
n

being the identity operator on the linear space S N
n . The operator T(θ ,0) : S N

n → S N
n is

named the monodromy operator associated to the equation (47).

The eigenvalues of T(θ ,0) are involved in characterization of the asymptotic stability of the

zero state equilibrium of (47). For details, we refer to [1] or [22]. The solution of backward

affine equation (23) or equivalently (41) admits the representation X̃(t) = T∗(θ , t)(X̃(θ))+
θ−1
∑

s=t
T∗(s, t)C (s), t < θ .

The periodicity condition X̃(0) = X̃(θ) is equivalent to the solvability of the linear equation

(IS N
n
−T∗(θ ,0))(X̃(θ)) =

θ−1

∑
s=0

T∗(s,0)(C (s)). (48)

If we take into account that under the assumptions H1) and H2) the system (2) is ESMS if

and only if

ρ[T(θ ,0)]< 1 (49)

we deduce that under the assumption H1), if the system (2) is ESMS then the operator

IS N
n
−T∗(θ ,0) is invertible. Hence the equation (48) has a unique solution X̃(θ). The equation
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(48) can be viewed as a system on n̂ scalar linear equations with n̂ scalar unknowns, where

n̂ = Nn(n+1)
2 . So, to solve (48) one may use any existing method for systems of algebraic

linear equations.

After the computation of X̃(θ) the values X̃(s), 1≤ s≤ θ−1 are obtained directly from (23).

For the computation of the θ -periodic solution of (35) one proceeds in a similar way.

Example 4.1. Let us consider the linear stochastic system

x(t +1) = A0(t,ηt)x(t)+B(t,ηt)v(t)

z(t) =C(t,ηt)x(t) (50)

where {ηt}t≥0 is a homogeneous Markov chain with two states and the transition probability

matrix P =

 0 1

1 0

. {A0(t, i)}t∈Z, i = 1,2 are θ -periodic sequences with θ = 2. Hence,

the system (50) is the special case of (1) with Ak(t, i) = 0, 1 ≤ k ≤ r, t, i ∈ Z×S, N = 2,

θ = 2.

In this case the Lyapunov type operator (12) is defined by L (t)(X) = (L1(t)(X),L2(t)(X))

with

L1(t)(X) = A0(t,2)X(2)AT
0 (t,2)

L2(t)(X) = A0(t,1)X(1)AT
0 (t,1)

for all X = (X(1),X(2)) ∈S 2
n .

The corresponding adjoint operator is L ∗(t)(Y) = (L ∗
1 (t)(Y),L ∗

2 (t)(Y)) with

L ∗
1 (t)(Y) = AT

0 (t,1)Y (2)A0(t,1)

L ∗
2 (t)(Y) = AT

0 (t,2)Y (1)A0(t,2)

for all Y = (Y (1),Y (2)) ∈S 2
n .

The monodromy operator T(2,0)=L (1)L (0) is given by T(2,0)(X)= (T1(2,0)(X),T2(2,0)(X))

where

T1(2,0)(X) = A0(1,2)A0(0,1)X(1)AT
0 (0,1)A

T
0 (1,2),

T2(2,0)(X) = A0(1,1)A0(0,2)X(2)AT
0 (0,2)A

T
0 (1,1).
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The corresponding adjoint operator is T∗(2,0)(X) = (T∗1(2,0)(X),T∗2(2,0)(X)) where

T∗1(2,0)(X) = AT
0 (0,1)A

T
0 (1,2)X(1)A0(1,2)A0(0,1)

T∗2(2,0)(X) = AT
0 (0,2)A

T
0 (1,1)X(2)A0(1,1)A0(0,2)

for all X = (X(1),X(2)) ∈S 2
n . In this case (49) becomes:

ρ[T(2,0)]< 1. (51)

Since T(2,0) is a positive linear operator, (51) is equivalent to the fact that the linear equation

X = T∗(2,0)(X)+ I2
n (52)

has a solution X̃ = (X̃(1), X̃(2)) with X̃(i)> 0, i = 1,2.

Detailing (52) one obtains the system:

X̃(1) = [A0(1,2)A0(0,1)]T X̃(1)[A0(1,2)A0(0,1)]+ In, X̃(1)> 0 (53)

X̃(2) = [A0(1,1)A0(0,2)]T X̃(2)[A0(1,1)A0(0,2)]+ In, X̃(2)> 0. (54)

From (51), (53) and (54) we deduce that the linear stochastic system

x(t +1) = A0(t,ηt)x(t)

is ESMS if and only if

max{ρ[A0(1,2)A0(0,1)],ρ[A0(1,1)A0(0,2)]}< 1. (55)

The equation (23) corresponding to the system (50) is

X(t,1) = AT
0 (t,1)X(t +1,2)A0(t,1)+CT (t,1)C(t,1)

X(t,2) = AT
0 (t,2)X(t +1,1)A0(t,2)+CT (t,2)C(t,2). (56)

To compute the value X̃(2) of the periodic solution of period θ = 2 of the system (56) we

need to solve the equations:

X̃(2,1) = [A0(1,2)A0(0,1)]T X̃(2,1)[A0(1,2)A0(0,1)]+

+AT
0 (0,1)C

T (1,2)C(1,2)A0(0,1)+CT (0,1)C(0,1)

X̃(2,2) = [A0(1,1)A0(0,2)]T X̃(2,2)[A0(1,1)A0(0,2)]+ (57)

+AT
0 (0,2)C

T (1,1)C(1,1)A0(0,2)+CT (0,2)C(0,2).
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This is a system of two uncoupled Stein equations. If (55) is fulfilled then (57) has a unique

solution X̃(2)= (X̃(2,1), X̃(2,2)). Further, the values of X̃(1)= (X̃(1,1), X̃(1,2)) are obtained

directly from (56).

In order to compute the H2-norms of the system (50) we need to determine the matrices

M̃ (s), s = 0,1. To this end, let us remark that P2k = I2 and P2k+1 = P, k ∈ Z+. This shows

that lim
t→∞

Pt does not exist. On the other hand, one obtains that the matrix Q = lim
τ→∞

1
τ

τ

∑
t=0

Pt is

Q =

 1
2

1
2

1
2

1
2

. The matrices M̃ (s), s = 0,1 are computed as in (25) for θ = 2. The matrix

Q(2) defined by Q(2) = lim
τ→∞

1
τ

τ

∑
k=0

P2k is Q(2) = I2. Hence, M̃ (0) = I2, M̃ (1) = P. This

allows us to compute the H2-norms of the system (50) applying formulae given in Theorem

4.2 and Theorem 4.3, respectively.

V. H2 OPTIMAL CONTROLLER FOR DISCRETE-TIME LINEAR STOCHASTIC SYSTEMS WITH

PERIODIC COEFFICIENTS AND PERFECT STATE MEASUREMENTS.

For each stabilizing controller Gc we introduce the Lyapunov type operators Lcl(t) : S N
n+nc
→

S N
n+nc

obtained via (12) replacing the matrices Ak(t, i) by Akcl(t, i) defined in (8). In the

sequel, L ∗
cl(t) : S N

n+nc
→S N

n+nc
stands for the adjoint operator of Lcl(t), t ∈ Z. Let X̃cl(t) =

(X̃cl(t,1), ..., X̃cl(t,N)) be the unique θ -periodic solution of the discrete-time backward equa-

tion:

Xcl(t) = L ∗
cl(t)(Xcl(t +1))+Ccl(t) (58)

where Ccl(t)= (CT
cl(t,1)Ccl(t,1), ...,CT

cl(t,N)Ccl(t,N))∈S N
n+nc

. Let us introduce the following

cost functional J : Ks(G)→ R+, by

J(Gc) =
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
s=0

ε j(s)Tr[BT
vcl(s, j)X̃cl(s+1, l)Bvcl(s, j)] (59)

where ε j(s), 0≤ s≤ θ−1, 1≤ j≤N are nonnegative given scalars. Let us remark that under

the assumptions of Theorem 4.2, we have

J(Gc) = ||Gcl(Gc)||22 (60)

for all Gc ∈Ks(G), if

ε j(s) = µ
π0
j (s) 0≤ s≤ θ −1, 1≤ j ≤ N. (61)
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If the assumptions of Theorem 4.3 are fulfilled, then

J(Gc) = |||Gcl(Gc)|||22 (62)

for all Gc ∈Ks(G), if

ε j(s) = µ̃ j(s), 0≤ s≤ θ −1, 1≤ j ≤ N. (63)

Therefore, (60) and (62) allow us to find the controllers G̃c minimizing one of H2-norms of

the closed-loop system by designing the controller which minimizes the cost (59).

In the developments in this section a crucial role is played by the following system of discrete-

time Riccati equations (SDTREs):

X(t, i) =
r

∑
k=0

AT
k (t, i)Ei(X(t +1))Ak(t, i)− (64)

[
r

∑
k=0

AT
k (t, i)Ei(X(t +1))Bk(t, i)+CT

z (t, i)Dz(t, i)] ·

[
r

∑
k=0

BT
k (t, i)Ei(X(t +1))Bk(t, i)+DT

z (t, i)Dz(t, i)]−1 ·

[
r

∑
k=0

BT
k (t, i)Ei(X(t +1))Ak(t, i)+DT

z (t, i)Cz(t, i)]+CT
z (t, i)Cz(t, i), 1≤ i≤ N

with the unknown X(t) = (X(t,1), ...,X(t,N)) ∈S N
n , t ∈ Z, Ei(·) being defined as in (14).

We recall that a global solution {Xs(t)}t∈Z, Xs(t) = (Xs(t,1), ...,Xs(t,N)), of SDTRE (64) is

named ”stabilizing solution” if the following closed-loop system

x(t +1) = [A0(t,ηt)+B0(t,ηt)Fs(t,ηt)+
r

∑
k=1

wk(t)(Ak(t,ηt)+Bk(t,ηt)Fs(t,ηt))]x(t) (65)

is ESMS, where

Fs(t, i) =−[
r

∑
k=0

BT
k (t, i)Ei(Xs(t +1))Bk(t, i)+DT

z (t, i)Dz(t, i)]−1 (66)

[
r

∑
k=0

BT
k (t, i)Ei(Xs(t +1))Ak(t, i)+DT

z (t, i)Cz(t, i)]

t, i ∈Z×S. A set of necessary and sufficient conditions for the existence of the bounded and

stabilizing solution Xs(·) of SDTRE (64) satisfying the following sign condition
r

∑
k=0

BT
k (t, i)Ei(Xs(t +1))Bk(t, i)+DT

z (t, i)Dz(t, i)> 0 (67)

for all t, i ∈ Z×S may be found in the Appendix.
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It is worth mentioning that the bounded stabilizing solution of (64) if it exists is a θ -periodic

sequence (see e.g. Theorem 5.5 in [16]).

Let K 0
s (G)⊂Ks(G) be the family of the zero order admissible controllers.

The state space representation of such a controller reduces to the stabilizing feedback law

u(t) = Dc(t,ηt)x(t) (68)

where {Dc(t, i)}t∈Z, 1≤ i≤ N are θ -periodic sequences such that the closed-loop system

x(t +1) = [A0(t,ηt)+B0(t,ηt)Dc(t,ηt)+
r

∑
k=1

wk(t)(Ak(t,ηt)+Bk(t,ηt)Dc(t,ηt))]x(t) (69)

is ESMS. The corresponding discrete-time backward equation (58) reduces to

X(t, i) =
r

∑
k=0

[Ak(t, i)+Bk(t, i)Dc(t, i)]T Ei(X(t +1))[Ak(t, i)+Bk(t, i)Dc(t, i)]+ (70)

[Cz(t, i)+Dz(t, i)Dc(t, i)]T [Cz(t, i)+Dz(t, i)Dc(t, i)]

1 ≤ i ≤ N. An example of zero order controller is G̃c having the state space representation

given by

u(t) = Fs(t,ηt)x(t) (71)

where Fs(t, i) are introduced via (66). In this case (69) coincides with (65).

The value of the performance (59) achieved by a zero order stabilizing controller Gc is

J(Gc) =
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
s=0

ε j(s)Tr[BT
v (s, j)X̃(s+1, l)Bv(s, j)] (72)

where X̃(s) = (X̃(1,1), ..., X̃(s,N)) is a unique θ -periodic solution of (70).

This allows us to prove:

Proposition 5.1. Assume that the SDTRE (64) has a stabilizing solution {Xs(t)}t∈Z which

is θ -periodic and satisfies the sign condition (67). Then the zero order stabilizing controller

(71) is well defined and the corresponding performance (59) is given by

J(G̃c) =
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
t=0

ε j(t)Tr[BT
v (t, j)Xs(t +1, l)Bv(t, j)]. (73)
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Proof. By direct calculations the SDTRE (64) verified by Xs(t) may be rewritten in the

following form:

Xs(t, i) =
r

∑
k=0

[Ak(t, i)+Bk(t, i)Fs(t, i)]T Ei(Xs(t +1))[Ak(t, i)+Bk(t, i)Fs(t, i)]+ (74)

+[Cz(t, i)+Dz(t, i)Fs(t, i)]T [Cz(t, i)+Dz(t, i)Fs(t, i)]

1 ≤ i ≤ N. Comparing (74) with (70) we conclude that (73) is the special case of (72) for

Dc(t, i) = Fs(t, i). Thus the proof is complete.

The main result of this section is:

Theorem 5.2. Assume: a) the assumptions H1) and H2) are fulfilled;

b) the SDTRE (64) has a stabilizing solution {Xs(t)}t∈Z which is θ -periodic and satisfies the

sign condition (67).

Under these conditions we have

min
Gc∈Ks(G)

J(Gc) = J(G̃c) (75)

where G̃c is the zero order stabilizing controller having the state space representation given

by (71).

Proof. Let Gc ∈Ks(G) be arbitrary but fixed and let X̃cl(t) = (X̃cl(t,1), ..., X̃cl(t,N)) be the

unique θ -periodic solution of the corresponding affine equation (58).

Let

 X̃11(t, i) X̃12(t, i)

X̃T
12(t, i) X̃22(t, i)

 be the partition of the matrix X̃cl(t, i) compatible with the co-

efficients of the closed-loop system (7) given in (8). This means that X̃11(t, i) ∈ Sn and

X̃22(t, i) ∈Snc . On the other hand, the SDTRE (64) verified by the stabilizing solution may

be rewritten as

Xs(t, i) =
r

∑
k=0

[Ak(t, i)+Bk(t, i)Dc(t, i)]T Ei(Xs(t +1))[Ak(t, i)+Bk(t, i)Dc(t, i)]+

+[Cz(t, i)+Dz(t, i)Dc(t, i)]T [Cz(t, i)+Dz(t, i)Dc(t, i)]− [Fs(t, i)−Dc(t, i)]T · (76)

·[
r

∑
k=0

BT
k (t, i)Ei(Xs(t +1))Bk(t, i)+DT

z (t, i)Dz(t, i)][Fs(t, i)−Dc(t, i)]

1≤ i≤N, where Dc(t, i) arises in the state space representation (6) of the considered controller
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Gc. Set U(t, i) =

 X̃11(t, i)−Xs(t, i) X̃12(t, i)

X̃T
12(t, i) X̃22(t, i)

. By direct calculations involving (58) and

(76), we conclude that U(t) = (U(t,1), ...,U(t,N)) is the θ -periodic solution of the discrete-

time backward equation:

U(t) = L ∗
cl(t)(U(t +1))+H(t) (77)

where H(t) = (H(t,1), ...,H(t,N)), H(t, i) = ΘT (t, i)V (t, i)Θ(t, i) ∈Sn+nc ,

Θ(t, i)=
(

Fs(t, i)−Dc(t, i) −Cc(t, i)
)

, V (t, i)=
r
∑

k=0
BT

k (t, i)Ei(Xs(t+1))Bk(t, i)+DT
z (t, i)Dz(t, i).

Based on (67) one obtains that H(t, i)≥ 0, t, i ∈ Z×S. Since, the zero state equilibrium of

the linear system (9) is ESMS one obtains via Theorem 3.10 and Theorem 2.5 in [16] that

the θ -periodic solution of (77) satisfies

U(t, i)≥ 0, ∀t, i ∈ Z×S. (78)

Further, we write (59) as:

J(Gc) =
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
t=0

ε j(t)Tr[BT
v (t, j)Xs(t +1, l)Bv(t, j)]+

+
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
t=0

ε j(t)Tr[BT
vcl(t, j)U(t +1, l)Bvcl(t, j)]. (79)

Invoking (78) and 73), (79) yields:

J(Gc)≥
N

∑
l=1

N

∑
j=1

p jl

θ

θ−1

∑
t=0

ε j(t)Tr[BT
v (t, j)Xs(t +1, l)Bv(t, j)] = J(G̃c). (80)

Since Gc is arbitrary in Ks(G), (80) confirms the validity of (75). Thus the proof is complete.

Remark 5.1. The controller G̃c which achieves the minimal value of the cost functional (59)

does not depend upon the choice of the scalars ε j(t). From (60)-(63) and (75) we deduce

that the solution of the two H2-type optimization problems stated in Section 2 is given by

the zero order controller (71).

VI. APPENDIX

A. Stabilizing solution of SDTRE (64).

In this section we briefly recall several aspects concerning necessary and sufficient conditions

for the existence of the stabilizing solution of SDTRE (64) satisfying the sign condition (67).

Details may be found in Chapter 5 in [16].

DRAFT



25

Firstly, let us consider the controlled system:

x(t +1) = [A0(t,ηt)+
r

∑
k=1

wk(t)Ak(t,ηt)]x(t)+ [B0(t,ηt)+
r

∑
k=1

wk(t)Bk(t,ηt)]u(t) (81)

obtained from (5) for Bv(t, i) = 0, (∀) t, i ∈ Z×S.

We say that the system (81) is stochastic stabilizable if there exist a θ -periodic matrix valued

sequences {F(t, i)}t∈Z, 1 ≤ i ≤ N, such that the zero state equilibrium of the closed-loop

system

x(t +1) = [A0(t,ηt)+B0(t,ηt)F(t,ηt)+
r

∑
k=1

wk(t)(Ak(t,ηt)+Bk(t,ηt)F(t,ηt))]x(t) (82)

is ESMS. It is worth mentioning that the concept of stochastic stabilizability introduced above

is not restricted asking for θ -periodicity of the stabilizing feedback gains. For details one may

view Theorem 5.7 in [16].

Applying Theorem 3.11 in [16] to the system (82) and using the Schur complement tech-

nique, one obtains the following criterion for stochastic stabilizability for discrete-time linear

stochastic systems of type (81).

Proposition A1. Under the assumption H1) if θ ≥ 2 the following are equivalent:

(i) the system (81) is stochastic stabilizable;

(ii) there exist matrices Y (t, i) ∈ Sn, W (t, i) ∈ Rm×n, Y (t, i) > 0, 0 ≤ t ≤ θ − 1, 1 ≤ i ≤ N

satisfying the following system of LMIs:
−Y (t +1, i) Ψ0(t,Y(t),W(t), i) ... Ψr(t,Y(t),W(t), i)

ΨT
0 (t,Y(t),W(t), i) −Y(t) ... 0

... ... ... ...

ΨT
r (t,Y(t),W(t), i) 0 ... −Y(t)

< 0 (83)

for 0≤ t ≤ θ −1 with Y (θ , i) = Y (0, i), where Ψk(t,Y(t),W(t), i) =( √
p1i(Ak(t,1)Y (t,1)+Bk(t,1)W (t,1)) ...

√
pNi(Ak(t,N)Y (t,N)+Bk(t,N)(W (t,N)))

)
∈Rn×ñ

0 ≤ t ≤ θ − 1, 0 ≤ k ≤ r, 1 ≤ i ≤ N, Y(t) = diag(Y (t,1), ...,Y (t,N) ∈ Sñ, 0 ≤ t ≤ θ − 1,

ñ = nN.

Furthermore, if Y(t) = (Y (t,1), ...,Y (t,N)), W(t) = (W (t,1), ...,W (t,N)), 0≤ t ≤ θ −1 is a

solution of the system of LMIs (83), then

F(t, i) =W (t, i)Y−1(t, i), 0≤ t ≤ θ −1, 1≤ i≤ N (84)
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provides a stabilizing feedback gain.

The next result provides a set of necessary and sufficient conditions for the existence of the

bounded and stabilizing solution of SDTRE (64) satisfying the sign condition (67). It follows

immediately applying the general theory developed in Theorem 5.6 in [16].

Theorem A2. Under the assumption H1) if θ ≥ 2 the following are equivalent:

(i) the SDTRE (64) has a stabilizing solution {Xs(t)}t∈Z which is θ -periodic and satisfies

the sign condition (67).

(ii) α) the system (81) is stochastic stabilizable;

β ) there exist the matrices Z(t, i)∈Sn, 0≤ t ≤ θ−1, 1≤ i≤N, solving the following system

of LMIs:
r

∑
k=0

(
Ak(t, i) Bk(t, i)

)T
Ei(Z(t +1))

(
Ak(t, i) Bk(t, i)

)
+ (85)

+
(

Cz(t, i) Dz(t, i)
)T (

Cz(t, i) Dz(t, i)
)
−diag(Z(t, i),0)> 0

0≤ t ≤ θ −1 with Z(θ) = Z(0), 1≤ i≤ N, Z(t +1) = (Z(t +1,1), ...,Z(t +1,N)).

For the numerical computation of the stabilizing and θ -periodic solution Xs(t) it is sufficient

to compute its values Xs(t) for 0≤ t ≤ θ −1.

To this end, one may use the following algorithm:

Step 0. One designs a stabilizing feedback gain F0(t) = (F0(t,1), ...,F0(t,N)), 0≤ t ≤ θ−1.

This stabilizing feedback gain may be computed, via (84), based on a solution of the system

of LMIs (83).

Step 1. One computes X1(t) = (X1(t,1), ...,X1(t,N)), 0 ≤ t ≤ θ − 1 as a solution of the

following system of LMIs:
r

∑
k=0

[Ak(t, i)+Bk(t, i)F0(t, i)]T Ei(X1(t +1))[Ak(t, i)+Bk(t, i)F0(t, i)]−

−X1(t, i)+ [Cz(t, i)+Dz(t, i)F0(t, i)]T · (86)

·[Cz(t, i)+Dz(t, i)F0(t, i)]+ εIn ≤ 0, 0≤ t ≤ θ −2;
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r

∑
k=0

[Ak(θ −1, i)+Bk(θ −1, i)F0(θ −1, i)]T Ei(X1(0))[Ak(θ −1, i)

+Bk(θ −1, i)F0(θ −1, i)]−X1(θ −1, i)+ [Cz(θ −1, i)+Dz(θ −1, i)F0(θ −1, i)]T · (87)

·[Cz(θ −1, i)+Dz(θ −1, i)F0(θ −1, i)]+ εIn ≤ 0, 1≤ i≤ N.

Compute F1(t, i)=−[
r
∑

k=0
BT

k (t, i)Ei(X1(t+1))Bk(t, i)+DT
z (t, i)Dz(t, i)]−1[

r
∑

k=0
BT

k (t, i)Ei(X1(t+

1))Ak(t, i)+DT
z (t, i)Cz(t, i)], 0≤ t ≤ θ −1, 1≤ i≤ N, with X1(θ , i) = X1(0, i), 1≤ i≤ N.

Step p. p≥ 2. Compute Xp(t) = (X p(t,1), ...,X p(t,N)), FP(t) = (FP(t,1), ...,FP(t,N)), 0≤

t ≤ θ −1 by

X p(t, i) =
r

∑
k=0

[Ak(t, i)+Bk(t, i)F p−1(t, i)]T Ei(Xp−1(t +1)) ·

·[Ak(t, i)+Bk(t, i)F p−1(t, i)]+ [Cz(t, i)+Dz(t, i)F p−1(t, i)]T · (88)

·[Cz(t, i)+Dz(t, i)F p−1(t, i)]+
ε

p
In

0≤ t ≤ θ −1, with X p−1(θ , i) = X p−1(0, i), 1≤ i≤ N,

F p(t, i) =−[
r

∑
k=0

BT
k (t, i)Ei(Xp(t +1))Bk(t, i)+DT

z (t, i)Dz(t, i)]−1 · (89)

·[
r

∑
k=0

BT
k (t, i)Ei(Xp(t +1))Ak(t, i)+DT

z (t, i)Cz(t, i)]

0≤ t ≤ θ −1, with X p(θ , i) = X p(0, i), 1≤ i≤ N.
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