~MION 57,
S ‘o,

UL DE Mgy,
N &
P,

<
-
T, A
0 i3ipaevs?

Xy
Y mar B

INSTITUTUL DE MATEMATICA
“SIMION STOILOW”
AL ACADEMIEI ROMANE

PREPRINT SERIES OF THE INSTITUTE OF MATHEMATICS
OF THE ROMANIAN ACADEMY

ISSN 0250 3638

Quasi-algebras versus regular algebras - Part II

by

Afrodita Iorgulescu

Preprint nr. 3/2017

BUCURESTI



Quasi-algebras versus regular algebras - Part 11

by

Afrodita Iorgulescu

Preprint nr. 3/2017

December 2017

The Bucharest University of Economic Studies
E-mail: afrodita.iorgulescu@ase.ro



Quasi-algebras versus regular algebras - Part 11

Afrodita Torgulescu

E-mail: afrodita.iorgulescu@ase.ro

November 18, 2017

Abstract

Starting from quasi-Wajsberg algebras (which are generalizations of Wajsberg algebras), whose
regular sets are Wajsberg algebras, we introduce a theory of quasi-algebras versus, in parallel, a
theory of regular algebras. We introduce the quasi-RM, quasi-RML, quasi-BCI, quasi-BCK, quasi-
Hilbert and quasi-Boolean algebras as generalizations of RM, RML, BCI, BCK, Hilbert and Boolean
algebras respectively.

In Part II, the second part of the theory of quasi-algebras - versus the second part of a theory
of regular algebras - is presented. We introduce the positive implicative, commutative and quasi-
implicative quasi-BCK algebras and the quasi-Hilbert algebras and we prove that the quasi-Hilbert
algebras coincide with positive implicative quasi-BCK algebras.

Keywords: quasi-MV algebra, quasi-Wajsberg algebra, MV algebra, Wajsberg algebra, BCK
algebra, Hilbert algebra
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1 Introduction

The quasi-MV algebras were introduced in 2006 [20], as generalizations of MV algebras introduced in
1958 [4], following an investigation into the foundations of quantum computing. Since then, many papers
investigated them [1], [24], [11], [19].

The quasi-Wajsberg algebras were introduced in 2010 [2], as generalizations of Wajsberg algebras
introduced in 1984 [6]; they are term-equivalent to quasi-MV algebras, just as Wajsberg algebras are term
equivalent to MV algebras. The regular set R(A) of any quasi-Wajsberg algebra A is a Wajsberg algebra.
Remark that any Wajsberg algebra A has in the signature an implication — and a constant 1 that verify
the following two properties, among many others: for all x € A,

Re)z—z=1, M)1—z=uc,
while any quasi-Wajsberg algebra A has in the signature an implication — and a constant 1 that verify
the following two properties, among many others: for all z,y € A,

(Re)z—2xz=1, (M1-o(z—oy =x—y.

Note that (M) implies (¢M) and this is the most important reason why the quasi-Wajsberg algebras are
generalizations of Wajsberg algebras.

We have introduced in 2013 [15] many new generalizations of BCI, of BCK and of Hilbert algebras,
in a general investigation of algebras (A, —,1) of type (2,0) that can verify properties in a given list
of properties. Among the new generalizations, the most general one is the RM algebra, i.e. an algebra
(A, —, 1) verifying the properties (Re), (M).

Based mainly on the results in [2] and in [15] and on the above remarks, we have developed a theory
of quasi-algebras (including the lists qA, gB, qC of properties, with many connections) versus, in parallel,
a theory of regular algebras (including the lists A, B, C of properties, with many connections). We have
introduced new quasi-algebras: the quasi-RM, quasi-RML, quasi-BCI, quasi-BCK, quasi-Hilbert algebras
and the quasi-Boolean algebras, as generalizations of the corresponding regular algebras: RM, RML, BCI,
BCK, Hilbert and Boolean algebras. We have made the connection with the quasi-Wajsberg algebras.



In Part I, the first part of the theory of quasi-algebras is presented [16], including the list qA of basic
properties and many connections - versus the first part of a theory of regular algebras, including the list
A of basic properties and many connections. We introduce the quasi-order and the quasi-Hasse diagram
- versus the regular order and the Hasse diagram - and we study the quasi-ordered algebras (structures).
We introduce the quasi-RM and the quasi-RML algebras and we present two equivalent definitions of
quasi-BCI and of quasi-BCK algebras.

In Part II, the second part of the theory of quasi-algebras is presented, including the list qB of particular
properties and many connections - versus the second part of a theory of regular algebras, including the list
B of particular properties and many connections. We introduce the positive implicative, commutative and
quasi-implicative quasi-BCK algebras and the quasi-Hilbert algebras and we prove that the quasi-Hilbert
algebras coincide with positive implicative quasi-BCK algebras.

This paper, Part II, is organized as follows:

In Section 2, we recall the first part of a theory of regular algebras (including the List A of basic
properties) and the corresponding first part of the theory of quasi-algebras [16] (including the List qA of
basic quasi-properties).

In Section 3, we present the second part of a theory of regular algebras, including, the list B of
particular properties and subsequent connections.

In Section 4, we present the corresponding second part of the theory of quasi-algebras, including the list
gB of particular properties and subsequent connections. We present some new quasi-algebras: the positive
implicative, commutative and quasi-implicative quasi-BCK algebras and the quasi-Hilbert algebras.

In Section 5, we present some examples of finite quasi-algebras introduced in Section 4.

2 Quasi-algebras versus regular algebras (structures) - Part I
(recallings)

Let A = (A, —,1) be an algebra of type (2,0) through this section, where a binary relation < can be
defined: for all z,y € A,

(dfrelR) Igy(g&x%yzl.

Equivalently, let A = (A4,<,—,1) be a structure where < is a binary relation on A, — is a binary
operation (an implication called “residuum” in some conditions) on A and 1 € A, all connected by the
equivalence: for all z,y € A,

(EgrelR) r<yez—y=1

Remarks 2.1 (1) We explain the equivalence:
If A, —, 1) is an algebra of type (2,0), then we can define a binary relation < by (dfrelR); thus, (4, <, —, 1)
is a structure, where < and —, 1 are connected by the equivalence (EqrelR).
Conversely, if (A, <,—,1) is a structure where < is a binary relation on A, — is a binary operation on A
and 1 € A and all are connected by the equivalence (EqrelR), then the reduct (A4, —,1) is an algebra of
type (2,0) where we can define a binary relation < by (dfrelR).

(2) In other words, roughly speaking, the equivalence (EqrelR) can be used either:
- to define a binary relation < in the algebra (A4, —,1) of type (2,0), by (dfrelR), or
- to connect the binary relation < and —, 1 from the structure (4, <, —,1).

(3) In these conditions, we simply write: “let (A, —, 1) be an algebra (or, equivalently, let (A, <, —,1)
be a structure)” or, even shorter, “let (A, —,1) ((4,<,—,1)) be an algebra (structure)”.

In the first subsection, we shall recall from [16] the Part I of the theory of regular algebras (structures).
In the second subsection, we shall recall from [16] the Part I of the theory of quasi-algebras (quasi-
structures).



2.1 Introduction to a theory
of regular algebras (structures) - Part I (recallings)

Recall first the definitions:

Definitions 2.2 [16]

(1) The algebra (A, —,1) (or, equivalently, the structure (A4, <,—,1)) is called regular, if it satisfies
the property (M): 1 — = =z, for all x € A.

(1) Any algebra (structure) A" = (A, o) whose signature o contains —, 1 (<, —, 1, respectively) is
also called regular, if it satisfies the property (M).

(17) Any algebra (structure) A” = (A,7) which is term equivalent to a regular algebra (structure)
A" = (A, 0), is also called regular.

(2) The implication — from a regular algebra (structure) is called regular implication.

(3) The binary relation < of a regular algebra (structure) is called binary regular relation.

Remark 2.3 [16] By (M), we have that: Vjy =V = U = A, and this is the basic, definable property of
regular algebras (structures), where

Udé'{x%y\x,yeALVd:f'{1—>a:|33€A}, VM(i'{meA|:E(A=/I)1—>m}.

2.1.1 The list A of basic properties [16]

Recall the following List A of basic properties (those from [15] plus two new properties, (#) and (##)),
that can be satisfied by the algebra A = (4, —,1) (the structure A = (A, <, —,1)) (in fact, the proper-
ties in the List A are the most important properties satisfied by a BCK algebra (see [15])); some of the
properties are presented in two equivalent forms, determined by the above equivalence (EqrelR):

(EqrelR) r<yeszr—y=1.

We divided the list into two parts: the properties in Part 1 are those that will be generalized to quasi-
properties, when considering the quasi-algebras (quasi-structures).

List A, Part 1

An) (Antisymmetry) z 2 y=1=y 52 — z =y,
An’) (Antisymmetry) z <y, y <z = x =y;
M)1—z=u

N
N)1<z = z=1;

Re) (Reflexivity) @ — x = 1 (we prefer here notation (Re) instead of (I) in the theory of BCI algebras),
Re’) (Reflexivity) z < z;

L) (Last element) x — 1 =1,

L’) (Last element) x < 1.

List A, Part 2

(EqrelR) z <y sz —y=1,

(dfrelR)xSygiﬁz%yzl;

)1—1=1,

1<
y—=z)=z—=y) - (—2)]=1,
Ny—z2<(z—=y) = (x—2),

BB) (y—=z2)=[(z—2z)—=(y—2a)=1,

1
1
(



BB)y—z2<(z—z)— (y = x);
Ny—z=1= (z—y) —(r—2) =1,
My<z = z—oy<a—z
Nyoz=1 = (z—oz)—> (y—2x)=1,
HNy<z = zoax<y—um
Clz—=(y—=2)]—=ly—(z—2)]=1,
Cle—(y—2) <y—(z—2);
D)y—[y—z)—a]l=1,

D)y <(y— ) —a

Ex) (Exchange) x — (y — 2) =y — (z = 2);
Kye— (y—x) =1,

SYe=y = z<y;

Tr) (Transitivity) s 2 y=1=y—2 = z—2=1,
Tr") (Transitivity) « <y, y <z = = < z;
Hroy—=2)=1l—=y—(r—2)=1,
#Hle<y—oz=y<z—z

g#)rz = (y—=z2)=l<=y—(z—2)=1,
GF#)e<y—z<—=y<z-—>z
r—o(y—o2)=1l=(@@—-y) = (z—>2) =1,
Ye<y—z=zxz—oy<z—=2

Note that in List A from [16], (Eq#) was (##), while (EqrelR) and (dfrelR) were numbers and hence
were not included in List A.

Remarks 2.4 [16]

(0) M) = (11-1); (Re) = (11-1); (L) = (11-1).

(i) The central role of property (M) in the study of regular algebras (structures) [15] is given by the
fact that it determines that V)y =V = U = A, i.e. all the elements of A appear compulsory inside the
table of — (—: A x A — A).

Remark 2.5 Note that, for example,
(EqrelR) = ((An) < (An’)); (An) 4+ (An’) = (EqrelR).

2.1.2 Connections between the properties in the list A [16]

Proposition 2.6 [15] [16] Let (A,—, 1) be an algebra of type (2,0). Then the following are true:
(A0) (Re) = (S);
(A00) (M) = (N);
(A1) (L) + (An) = (N);
(A2) (K) + (An) = (N);
(A3) (C) + (An) = (Ex); (A3’) (Ex) + (Re) = (C);
(A4) (Re) + (Ex) = (D);  (A4’) (D) + (Re) + (An) = (N);
(A5) (Re) + (Ez) + (An) = (M);
(A6) (Re) + (K) = (L);
(A7) (N) + (K) = (L); (A7) (M) + (K) = (L);
(A8) (Re) + (L) + (Fx) = (K);
(A9) (M) + (L) + (B) = (K);  (A9) (M) + (L) + (**) = (K);
(A10) (Ex) = (B) & (BB);
(A10°) (Ex) + (B) = (BB);  (A10”) (Ex) + (BB) = (B);
(A11) (Re) + (Ex) + (*) = (BB);
(A12) (N) + (B) = (*);  (A12) (M) + (B) = (*);
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(A13) (N) + (*) = (Tr);  (A13°) (M) + (*) = (TT);
(A14) (N) + (B) = (Tr);  (A14}’) (M) + (B) = (Tr);
(A15) (N) + (BB) = (**);  (A15°) (M) + (BB) = (**);
(A16) (N) + (**) = (Tr);  (A16°) (M) + (**) = (Tr);
(A17) (N) + (BB) = (Tr);  (A17’) (M) + (BB) = (Tr);
(A18) (M) + (BB) = (Re); (A18’) (M) + (BB) = (D);
(A19) (M) + (B) = (Re);

(A20) (BB) + (D) + (N) = (C);  (A20°) (M) + (BB) = (C);
(A21) (BB) + (D) + (N) + (An) = (Ex);

(A21°) (BB) + (D) + (L) + (An) = (Ex);

(A217) (M) + (BB) + (An) = (Ex);

(A22) (K) + (Ex) + (M) = (Re);

(A23) (C) + (K) + (An) = (Re);

(A24) (Re) + (Ex) + (Tr) = (*%).

Proposition 2.7 [16] Let (A,—,1) be an algebra of type (2,0). Then the following are true:
(A97) (M) + (L) + (BB) = (K);
(A18”) (M) + (D) = (Re);
(A25) (D) + (K) + (N) + (An) = (M);
(A26) (#) <= (Eq#) ;
(A27) (M) + (C) = (#);
(A28) (Bx) = (Eqi#);
(A29) (BB) + (#) = (B),  (A29’) (B) + (#) = (BB),
(A29”) (#) = ((B) & (BB));
(A30) (Re) + (B) + (Tr) + (#) = (C);
(A31) (Re) + (#) = (D).

Theorem 2.8 [15], [16] (Generalization of ([3], Lemma 1.2 and Proposition 1.5))
If properties (Re), (M), (Ex) hold, then: (BB) & (B) < ().

Theorem 2.9 [15], [16]
If properties (Re), (M), (Ex) hold, then: (xx) < (Tr).

Theorem 2.10 [15], [16]
If properties (M), (B), (An) hold, then: (Ex) < (BB).

Theorem 2.11 [15], [16] (Michael Kinyon) In any algebra (A, —, 1), we have:
(i) (M) + (BB) = (B),
(ii) (M) + (B) = (*%).

By Kinyon’s Theorem 2.11(i) and (A12’), we obtained immediately that:
Corollary 2.12 [15], [16] (M) + (BB) = (*).
Concluding, by above Kinyon’s Theorem 2.11 and (A12%), (A13’), (A16’), we have obtained:

Corollary 2.13 [15], [16] In any algebra (A, —, 1) verifying (M), we have:

(BB) = (B) = (x),(xx) = (Tr).



2.1.3 Some regular algebras: the RM, RML, BCI and BCK algebras
Recall the following definitions:

Definition 2.14 An algebra (4, —,1) is a:

- RM algebra, if it verifies the axioms (Re), (M) [15];

- RML algebra, if it verifies the axioms (Re), (M), (L) [15];

- BCI algebra, if it verifies the axioms (BB), (D), (Re), (An) [17], or, equivalently [15], (B), (C), (Re),
(An);

- BCK algebra, if it verifies the axioms (BB), (D), (Re), (L), (An) [17], [13], [18], or, equivalently [15], (B),
(©), (K), (An).

Recall that the BCK algebras verify all the properties in List A.

2.2 Introduction to a theory of
quasi-algebras (quasi-structures) - Part I (recallings)

Recall first the definitions:

Definitions 2.15 [16]

(ql) The algebra (A, —, 1) (or, equivalently, the structure (A, <,—, 1)) is called quasi-algebra (quasi-
structure, respectively) if it satisfies the properties (qM) (1 — (z — y) =  — y, for all z,y € A) and
(11-1) (1 —» 1 =1).

(q1’) Any algebra (structure) A’ = (A, o) whose signature o contains —, 1 (<, —, 1, respectively) is
also called quasi-algebra (quasi-structure), if it satisfies the properties (¢M) and (11-1).

(q1”) Any algebra (structure) A” = (A, 7) which is term equivalent to a quasi-algebra (structure)
A" = (A, 0), is also called quasi-algebra (quasi-structure).

(q2) The implication — from a quasi-algebra (quasi-structure) is called quasi-implication.

(g3) The binary relation < of a quasi-algebra (quasi-structure) is called binary quasi-relation.

Remark 2.16 [16] (qM) is different of (M) if and only if Vjy = V = U C A, and this is the basic,
definable property of quasi-algebras (quasi-structures), where

Udé'{:c—py\x,yeA},Vd:f'{l—>1:|x€A}, VMi‘{x€A|z(g)1—>x}.

Definitions 2.17 [16]
(1) For every quasi-algebra (quasi-structure) A, the subset Vay =V = U of A will be called the regular
set of A and will be denoted by R(A):

RAL vy, =v=U

The elements of R(A) are called the regular elements of A.
(2) The quasi-algebra (quasi-structure) A is called proper if R(A) # A (i.e. (M) &= (qM)); otherwise,
A is a regular algebra (structure).

Theorem 2.18 [16] Let A = (A4, —, 1) be a proper quasi-algebra (or, equivalently, let A = (A, <, —,1
be a proper quasi-structure). Then, R(A) = (R(A), —, 1) is a regular algebra (or, equivalently, R(A) =
(R(A), <,—,1) is a regular structure, respectively).

Definition 2.19 [16] We call proper quasi-properties the following nine: (qAn), (qM), (¢M(1 — y)), (gN),
(aN(1 = ¥)), (qRe), (qRe(l — v)), (qL), (qL(1 — y)) which form the Part 1 of List qA (corresponding
to the five properties (An), (M), (N), (Re), (L) respectively, which form the Part 1 of List A).



2.2.1 The list gA of basic quasi-properties [16]

The List qA of “quasi-properties” that can be satisfied by the algebra A = (A, —,1) (by the structure
A = (A, <,—,1)) has three parts, and follows closely the list A of properties. The proper quasi-properties
in Part 1 of List qA are generalizations of the properties in Part 1 of List A; the “quasi-properties” in
Part 2 of List qA are the properties in Part 2 of List A; a Part 3, containing the special (specific) quasi-
properties, is added.

List qA, Part 1

(qAn) (quasi-Antisymmetry) z > y=1=y—>2 = 1oz =1—>y,
(qAn’) (quasi-Antisymmetry) z <y, y<z — 1 sz =1—>y;
(gM) 1= (z—y)=z—y;

(M1—=2) 1=->01—=2)=1—> 1

(aN) ls(z—y) =1 = z—-y=1,

(aN?) 1<z—y = z—y=1

(N1—2z) 1-(1-2)=1 = 1—-z=1,

(N1 —=2z)) 1<l—=2z = 1—z=1

(qRe) (quasi-Reflexivity) (z = y) = (z = y) =1,

(qRe’) (quasi-Reflexivity) z — y < z — y;

(Re(l = z)) Ql—2z)—>(1—2z)=1,

(qRe(1 = z)) 1 =2 <1—ux;

(aL) (e oy > 1=1,

(aL) Ty <l

(Ll —=2) (1—-2z)—>1=1,

(L1 = z)) 1=z <1,

e}
T

List qA, Part 2

(EqrelR), (dfrelR);
(11-1), (B), (BB), (*), (**), (C), (D), (Ex), (K), (S), (Tr);
(#), (Eq#).

List qA, Part 3

@R) (¢—y) = (1= 2) = (1) =1,
qR) z—=y<(1l—2z2)— (1 —y);

qRl) 1 = x) - x =1,

qR1) 1 = a < x;

qR2) z - (1 = x) =1,

qR2) 2 <1 — x;

qR3) (z = (1= y)) = (1= (=) =1,
qR3) z— (1 —y) <1—= (x = y);

qR4) (1 - ) = y) = (1 (2 =) = 1,
qRY) (1 = 2) 5y <1— (z —y);

Py

(@) z—=y=01—-2)—>1—=y),

(qll) z >y =(1—=z) -y,

(d2)z —y=2— (1 =y,
(3)(1—=2)= 1=y =012y,
(d4) 1 —=z)= 1=y =z—=(1—y)

(Eq) z—y=1le(1l—-2) = 1—-y =1,



(qEal') z<yel-oz<l-oy;

(Eqll) z my=1(1—2z) > y=1,
(@Eqll) z <y &1z <y;

(qEql2) z my=1<z— (1—-y) =1,
(Eq2) z <y <1y

(qEql1-2) (1 —2z) sy=1loz—> (1—y) =1,
(qEql1-2) 1wz <yeox<1l-—y.

Note that: (qR4), (qI4) and (qEqI1-2) are new, they were not in List qA of [16]; (qEqI), (qEqI1),
(qEqI2) were (qrell, (qrelll), (qrell2) respectively in List qA of [16].

2.2.2 Connections between the properties in List A and the proper quasi-properties in List
qA [16]

Theorem 2.20 [16] Let (A, —,1) be an algebra of type (2,0). Then the following are true:
(i) (An) = (qAn);
(ii) (M) = (qM) = (¢M(1 — z));
(iii) (N) = (¢N) = (¢N(1 — z));
(iv) (Re) = (qRe) = (qRe(1 — z));
(v) (L) = (qL) = (qL(1 — x));
(vi) (M) + (gAn) = (An);
(vii) (M) + (qRe(1 — z)) = (Re);
(viii) (M) + (¢L(1 — z)) = (L);
(iz) (qM) + (qRe(1 — x)) = (qRe);
(z) (M) + (¢L(1 = z)) = (qL);
(xi) (¢L(1 — x)) + (¢l1) = (L).

(qf1)

Proof. (Xi): r—= 1= (1 N .I') 1 (qL(lz—m))

1. a
Proposition 2.21 [16] (See Proposition 2.6)
Let (A, —,1) be an algebra of type (2,0). Then the following are true (following the numbering from
Proposition 2.6):
(qA00) (qM) => (qN);  (qA00°) (¢M(1 = y)) = (¢N (1 = y));
(¢A3) (C) + (M) + (qAn) = (Ex);
(¢A4) (Ex) + (qRe) = (D);
(4A7) (aN) + (K) = (L);  (4AT) (M) + (K) = (L);
(¢A8) (Re) + (¢L(1 = x)) + (Ex) + (ql1) = (K);
(qA12) (¢N) + (B) = (*);  (qA12’) (¢M) + (B) = (¥);
(qA13) (qN) + () = (Tr);  (qA13’) (M) + (*) = (Tr);
(qA14) (qN) + (B) = (Tr);  (qA14’) (¢M) + (B) = (Tr);
(qA15) (qN) + (BB) = (**);  (qA15°) (¢M) + (BB) = (**¥);
(¢A16) (qN) + (**) = (Tr);  (qA16°) (M) + (**) = (Tr);
(¢A17) (¢N) + (BB) = (Tr);  (qA17’) (¢M) + (BB) = (Tr);
(qA18) (qM) + (BB) = (qRe(1 — y));
(qA19) (qM) + (B) = (qRe(1 —y));
(¢A20) (BB) + (D) + (¢N) = (C);
(qA20°) (BB) + (D) + (¢M) = (C);
(¢A21) (BB) + (D) + (¢M) + (¢An) = (Ex);
(qA22) (K) + (Ex) + (qM) => (Re);
(qA23) (C) + (K) + (qM) + (qAn) = (Re).



Proof.
(qA8): By above (xi), (qL(1 — x)) + (qIl) = (L); then, by (A8), (Re) + (L) + (Ex) = (K); thus,
(K) holds. O

Proposition 2.22 [16] (See Proposition 2.7)

Let (A, —,1) be an algebra of type (2,0). We have the additional properties (following the numbering
from Proposition 2.7):

(qA187) (M) + (D) = (qR1);

(qA25) (D) + (K) + (qN) + (qAn) = (¢M(1 —y));

(qA27) (¢M) + (C) = (#).

Now we recall from [16] the corresponding theorems of (above recalled from [15]) Theorems 2.8, 2.9,
2.10, 2.11.

Theorem 2.23 [16]
If properties (Re), (¢M), (Ex) hold, then: (BB) < (B) < (x).

Theorem 2.24 [16]
If properties (Re), (¢M), (Fx) hold, then: (xx) < (Tr).

Theorem 2.25 [16]
If properties (B), (D), (¢M), (¢An) hold, then: (Ex) < (BB).

Theorem 2.26 [16]/ In any algebra (A, —,1) we have:
(1) (¢M) + (BB) + (D) imply (B),
(ii) (¢M) + (B) imply (*%).

Concluding, by above Theorem 2.26 and (qA12’), (qA13’), (qA16’), we have immediately obtained:

Corollary 2.27 [16] In any algebra (A, —,1) verifying (qM), we have:
(BB) + D = (B) = (x),(xx) = (Tr).

Proposition 2.28 [16] Let (A,—,1) be an algebra of type (2,0). Then we have the following additional
quasi-properties, with an independent numbering (note that (qAA20) - (qAA26) are new, they were not in
[16]):

(qAA1) (¢qM) + (BB) = (11-1); (qAA1’) (¢M) + (B) = (11-1);

(qAA17) (¢M) + (K) = (11-1);

(qAA2) (Ex) + (qRe(1 = y)) + (¢M) = (qR1);

(qAA3) (B) = (qR);

(¢AA4) (K) = (qR2);

(qAA5) (qR1) + (BB) = (qR3);

(qAAG6) (qR1) + (K) + (**) + (¢M) + (qAn) = (qI1);

(qAAT) (qRe(1 = y)) + (Ex) + (K) + (*%) + (¢M) + (qAn) = (ql1);

(AAT) (D) + (K) + (**) + (qM) + (qAn) = (ql1);

(qAAS) (Ez) + (¢M) = (qI2) + (q13);

(qAA9) (qI1) + (¢I3) = (ql);

(qAA10) (qR1) + (qR2) + (BB) + (¢M) + (¢An) = (ql1) + (qI2);

(qAA11) (qR3) + (K) + (¥) + (¢M) + (qAn) = (q12);

(qAA12) (ql1) + (q12) = (q);

(qAA13) (¢I) + (BB) + (¢M) = (Re); (see (A18), (qA18))

(qAA14) (qI1) + (BB) + (L) + (qM) = (K);  (see (A9”))

(qAA15) (B) + (Ex) + (K) + (**) + (¢M) + (qAn) = (ql);

(qAAL5’) (qRe(1 = y)) + (Ex) + (K) + (**) + (M) + (qAn) = (ql);

(qAA157) (Re) + (Tr) + (Ex) + (L) + (¢M) + (gAn) &

(qRe(1 —y)) + (Ex) + (K) + (**) + (M) + (qAn);
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(qAA157°) (Re) + (Tr) + (Ex) + (L) + (¢M) + (gAn) = (qI);
(qAA16) (qI) + (qRe(1 — y)) = (Re);

(qAA17) (qI) = ((qRe(1 — y)) & (Re));

(qAA1S) (#) + (¢M) + (qR1) = (qRe(1 — x));

(qAA18’) (#) + (qM) + (qRe(l — x)) = (qR1);

(qAA1S”) (#) + (¢M) = ((qR1) & (qRe(1 — x)));

(qAA19) (q]) = (qEql);

(qAA19°) (ql1) = (qEql1);

(qAA19”) (¢I2) = (qEqlI2);

(qAA20) (qI) + (¢M(1 — x)) = (ql1) + (qI2);

(qAA21) (qI) + (qRe) = (qR);

(qAA21°) (ql1) + (Re) = (qR1);

(qAA217) (¢I2) + (Re) = (qR2);

(¢AA22) (412) + (qR2) = (qR3);

(qAA22°) (ql1) + (qR2) = (qR4);

(qAA23) (qI) + (qI1) =>(qI3); (¢AA23’) (qI) + (¢I2) = (ql4);
(qAA24) (ql1) = ((4L(1 = x)) & (L));

(qAA25) (qR1) + (qR2) + (Tr) = (qEql1-2);

(qAA26) (qEqll) + (qFql2) = (qEql1-2).

Proof.

GAA20): 1= 2) sy P Ao loa) = 1oy MEV 1) 5 1oy) Doy thus,

(qI1) holds.

(gM (1)) (gI)

(1—=2) = (1—>y) L 2 —y; thus, (qI2) holds.
) = (z = y) (qge); thus, (qR) holds.

ol @aosn)olooy)

(QAA21): (z s y) = [(1=a) = (1=9)] D@ oy
(aI1) (Re)

qAA21’): (1> 2) >z ="x —a = 1; thus, (qR1) holds.
gAA217): = = (1= 2) LY 2 5 2 B9 1 thus, (qR2) holds.
GAA22): (2= (1) > (1o @—9)) L @y 0@ =) “EY 1 thus, (qR3) holds.

AAA22): (15 2) 5 y) = (1> @ -1) D @oy) > (1> @ y) E
qAA23): Obviously. (qAA23’): Obviously.
qAA24): x 1 1—=2z)—1 (akiloa)), ; thus, (L) holds.
(fI 1) (L)

1—=2)—1 x — 1 = 1; thus, (qL(1 — «)) holds.
qAA25): If x < 1 — y, then since, by (qR1), 1 = y < y and 1 — = < z, it follows, by (Tr), that

1; thus, (qR4) holds.

NN N NN N N

1 = z < y. Conversely, if 1 — x < y, then, since by (qR2), <1 — z and y < 1 — y, it follows that
r<1—=y.

(qAA26): Obviously. 0

2.2.3 Quasi-ordered algebras

Let A be a proper quasi-algebra (quasi-structure) (i.e. (qM), which differs from (M), and (11-1) hold)
through this subsubsection; then its subalgebra R(.A) is a regular algebra (structure) (i.e. (M) holds), by
Theorem 2.18.

Definitions 2.29 Consider the following properties of — (<): (Re), (qAn), (Tr) ((Re’), (qAn’), (Tr’),
respectively). Then, we shall say that A is:

reflexive, if property (Re) (or (Re’)) is satisfied,

quasi-antisymmetric, if property (qAn) (or (qAn’)) is satisfied,

transitive, if property (Tr) (or (Tr’)) is satisfied;

quasi-pre-ordered, and < is a quasi-pre-order, if it is reflexive and transitive;
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- quasi-ordered, and < is a quasi-order (or a g-order for short), if it is
reflexive, quasi-antisymmetric and transitive.

A quasi-ordered quasi-algebra (quasi-structure) will be simply called
“a quasi-ordered algebra (structure)”.

Remark 2.30 Let A= (A,—,1) be a quasi-ordered algebra (or A =

(A, <,—,1) be a quasi-ordered structure). Since (qM) coincides with (M) on R(A), by Theorem 2.18, it
follows that (qAn) coincides with (An) on R(A). Consequently,

- the g-order relation < on A becomes an order relation on R(A);

- R(A) = (R(A),—,1) is an ordered regular algebra (or, equivalently, R(A) = (R(A),<,—,1) is an
ordered regular structure, respectively).

Definition 2.31 We say that a,b € A have the same height, or are parallel, and we denote this by a || b,
ifa—b=1and b— a=1 (or, equivalently, a < b and b < a).

Note that if (M) holds, then a || b < a = b, by (An).
Note also that if a || b, then 1 = a =1 — b, by (qAn).

Corollary 2.32 If (Ez), (L) hold, then
allb <= 1—=a=1-hb.
Proposition 2.33 The relation || is an equivalence relation of A.
Proposition 2.34 If properties (*), (**) also hold, then || is a congruence relation of A.

Proposition 2.35 If (*), (**) also hold and if b || a, then, in the table of —, we have:
(i) the row of b coincides with the row of a;
(i1) the column of b coincides with the column of a.

For each x € A, we denote its equivalence class by
|2 [ fy e |y )

and we denote by A/ || the quotient set (i.e. the set of all equivalence classes):
A/ E ] | v e A}

Note that in the particular case of quasi-MV algebras [20], the equivalence relation || is denoted by x
and the equivalence classes determined by x are called clouds. We have, more generally:

Lemma 2.36 If properties (Ex), (L) also hold, then every cloud in a quasi-ordered algebra (structure) A
contains exactly one reqular element.

Remark 2.37 Given a finite regular ordered algebra (X, —,1), we can obtain, in general, an infinity of
finite quasi-ordered algebras: (A41,—,1), (A2,—,1), ... such that R(A;) = R(A43) = ... = X, by adding
one or more elements parallel with some (all) elements of X (see the examples in Section 6).

We can quickly draw the table of — for such a finite quasi-ordered algebra (A, —,1) with R(A) = X by
using either:

- property (ql), if (Ex), (L) hold or

- Proposition 2.35, if (*), (**) hold.

A quasi-order relation < on A will be represented graphically by a quasi-Hasse diagram, i.e.:

- a regular element is represented by a bullet e,

- an element parallel with a regular element is represented by a bigcirc ),

- the fact that z < y (i.e. x <y and x # y) and there is no z with < z < y is represented by:

- a line connecting the two points, y being higher than z, if the elements x, y are regular,

- a horizontal line connecting the two points, if the elements z,y have the same height (are parallel).
Consequently, the regular order relation < on R(A) will be represented graphically by a Hasse diagram.

11



2.2.4 New quasi-algebras

In [16], there were introduced the quasi-RM, quasi-RML, quasi-BCI and quasi-BCK algebras. We recall
here only the definitions of the quasi-BCK algebras, because they are needed in the sequel.

Definition 2.38 [16] Let A = (A4, —, 1) be an algebra of type (2,0) (or, equivalently, let A = (A4, <, —,1)
be a structure), as before. A is called a quasi-BCK algebra (or a ¢BCK algebra, for short) if one of the
two following equivalent groups of properties is satisfied:

(qBCK—l) (BB)7 (D)7 (Re)7 (L)v (qM)’ (qu’l) and

(4BCK-2)  (B), (C), (K), (aM), (qAn).

Recall that the quasi-BCK algebras verify all the quasi-properties in List gA and that if (M) holds, then
any quasi-BCK algebra is a BCK algebra.

3 Introduction to
a theory of regular algebras - Part 11

3.1 The List B of particular properties

We present the resuming List B of particular properties that will be used in this section and in the sequel.
As for the List A of basic properties, we divided the List B into two parts: the properties in Part I
are those that will be generalized to quasi-properties (when considering the quasi-algebras, in the next
section); the properties in Part II are those that remain unchanged in the quasi-algebras case.

List B, Part 1

(impl) (implicative) (z — y) = = = z;
(pi) r—(x—=y)=r—y;

(Vid) (idempotency of V) z V z = x;
(EqV)z s y=1saVy=y,
(EqV)x<y<:>wa—y7
(dfrelV):z:<y<:)x\/y—y,
(V)z—z2z=1y—z2=1 =aVy<z,
(V=Y <z, y<z =z Vy<z

(G) (Godel) z © z = x;
(Pl-l)zol=10z=2: (P-1)z0l=2, (Pl) 10z =uxa;
(EqP) z my=120y=m=x,
(EqdP)z<y&szoy=u,
(dfrelP)x<yéx®y—x
P=)z—oz=12—-y=1 = 2<20y,
(P=")2<z,2<y =z2<2z0y;

(Wid) (idempotency of A) z A z = x;
(WiI-)anl=1Az=2: (W-1)zAl=z, (Wl-) 1Az =ux
(EqW) z s y=1<ax ANy ==z,

(EgW) z <y sz Ay =z,

(dfrelW)x<yé}x/\y—x

W=)z—oa=1,2-y=1 = 2<zAy,
(W=)z2<z, 2<y = z<zAy;

(Pabsl) (P-absorption-1) z ® (z V y) = x,
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(Pabs2) (P-absorption-2) z V (z © y) = x;

(Wabsl) (W-absorption-1) z A (z Vy) = x,
(Wabs2) (W-absorption-2) z V (z A y) = x;

(EqVW) zVy=y S Ay =zx.

List B, Part 2

(pimpl) (positive implicative) x — (y — 2) = (x = y) — (z = 2);
(pimpl-1) [z = (y = 2)] = [(x = y) = (z = 2)] =1,

(pimpl-1") z = (y = 2) < (x = y) = (z — 2);

(pimpl-2) [(z = y) = (z = 2)] > [z = (y = 2)] =1,

(pimpl-2’) (z = y) = (x = 2) <z = (y — 2);
Br—oy—=2)=1= (z—y) = (r—>2)=1,
$er<y—mz=z—-y<z—z

(comm) (commutative) (z = y) >y = (y = z) — x;
(comm-1) [(z =2 y) =yl 2 z=(z— (y—2)) = (y = x);

(Vee) zVy=(x—y) = v,
(dfV) (df. of Vv (vee, join)) z Vy & (x = y) = y;

(Vecomm) (commutativity of V (vee, join)) x Vy =y V x;
(Vassoc) (associativity of V (vee, join)) (zVy)Vz=xV (yV 2);
(VI-) aVli=1Vz=1: (V-1)aV1=1, (VL) 1Vaz=1;

(Vl)z sy=1= (zVa) = (yVa) =1,
(VHYax<y=azVa<yVg

(V-9)z—=y=1a—-b=1 = (xVa)—> (yVvVb) =1,

(V- <y, a<b =zVa<yV

(Vgeq) z > (zVy) =1,y = (zVy) =1,

(Vgeq') z,y < Vy;

(VW) z—= (zVy) =(z—y) = (2 > y)
(VVV) (zVy) = (zVy) = (x = y) = (2 = y);

P) (Product) 32 @y =min{z |z — (y — z) = 1},
P’) (Product) 3z 0y =min{z |z <y — z};

dfP) (df. of Product) 3z oy & min{z |z — (y — 2) =1},
dfP’) (df. of Product) 320y & min{z | x <y — z};

PP) 2 - [y - (r© )] = 1,

PP)z <y — (zOy);

) (Residuum) Jy — z =max{z | (z O y) = z =1},

") (Residuum) Jy — z = max{z |2 Oy < z};

)y —=2) 0y = 2=1,

)(y—=2)0y<z

)=(PR) (zQy) v z=1ez— (y—2) =1,
N=PR)zoy<zez<y—z

(Pcomm) (commutativity of ® (Product)) 2 ©y =y © x;

(Passoc) (associativity of ® (Product)) (x ©@y) @ z=20 (y ® 2);
Plz—oy=1=(z0a) = (y©a) =1,

13



PHer<y=20a<y0Oa;
P--)z—y=1l,a—-b=1 = (z0a) = (yoOb) =1,
P-Nz<y,a<b =20a<y0Ob;

(Pleq) (zx0y) wz=1, (z0y) > y=1,

(Pleq’) 2 0y < z,y;

(

(

(

(PBB) [(x = y) © (y = 2)] = (x = 2) =1,
(PBB) (z = y) 0y —2) <x— 2z
PD)[yo(y =) —»z=1,

(PD)yo(y =) <=

Wecomm) (commutativity of A (wedge, meet)) x Ay =y A x;
Wassoc) (associativity of A (wedge, meet)) (x Ay) Az =1z A (yA 2);
W)z —sy=1= (xANa) = (yAa)=1,
WHhe<y=zAa<yAag
W--)z—sy=1la—=b=1= (xANa) = (yAb) =1,
W-Nz<y,a<b=zAa<yAb

Wleq) (xAy) mx=1;(zAy) > y=1,

Wleq') Ay < z,y;

NN AN N S S S

(Pdis1) (P-distributivity-1) (zVy) @ z=(z© 2) V (y ® 2);
(Pdisl-p) (Pdisl-partial-1) [(z ©®2) V (y © 2)] = [(x Vy) © 2] =1,
(Pdisl-p’) (Pdisl-partial-1’) (z ® 2) V(y ©® 2) < (z Vy) © z;
(Pdisl-pp) (Pdisl-partial-2) [(zVy) ©z] = [(z©2)V(y©2)] =1,
(Pdisl-pp’) (Pdisl-partial-2’) (z Vy) © 2z < (z ©z)V (y ® 2);

(Pdis2) (P-distributivity-2) (z ©y)Vz=(zVz)© (yV 2);
(Pdis2-p) (Pdis2-partial-1) [(z ©y)Vz] = [(zV2) O (yVz)] =1,
(Pdis2-p’) (Pdis2-partial-1") (z O y)Vz < (zV2)® (yV2);
(Pdis2-pp) (Pdis2-partial-2) [(zV2)© (yV2)] = [(z0y) V] =1,
(Pdis2-pp’) (Pdis2-partial-2’) (zVz)©(yVz) < (zOy)V z;

(Wdisl) (W-distributivity-1) (x Vy) Az = (£ Az)V (y A 2);
(Wdisl-p) (Wdisl-partial-1) [(z Az) V(yAz)] = [(xVy) Azl =1,
(Wdisl-p’) (Wdisl-partial-1’) (x A2) V(y Az) < (zVy)Az;
(Wdisl-pp) (Wdisl-partial-2) [(x Vy) Az] = [(zAz)V (yAz)] =1,
(Wdisl-pp’) (Wdisl-partial-2’) (zVy) Az < (xAz)V (yA z);

(Wdis2) (W-distributivity-2) (x Ay)Vz=(zV2z)A(yV z);
(Wdis2-p) (Wdis2-partial-1) [(z Ay)Vz] = [(xV2)A(yVz)] =1,
(Wdis2-p’) (Wdis2-partial-1’) (x Ay)Vz < (xV2)A(yV 2);
(Wdis2-pp) (Wdis2-partial-2) [(x V2) A (yV2)] = [(zAy)Vz] =1,
(Wdis2-pp’) (Wdis2-partial-2’) (zV2)A(yVz) < (zAy)V 2.
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3.2 Ordered regular algebras (structures).
Dedekind regular-join-semilattices.
Dedekind regular-meet-semilattices.
Dedekind regular-lattices.

Recall that a poset (partially ordered set) A = (A, <) is called an Ore lattice, if for each two elements
z,y € A, there exist inf(z,y) and sup(z,y). If there exist 1 € A such that < 1 for all z € A, then A
is said to be an Ore lattice with last (top) element 1. An Ore lattice can be represented by the Hasse
diagram.
In an Ore lattice, the following are equivalent: for all z,y € A,
(i) = <y, (i) sup(e,y) = y, (i) inf(z, ) = .

Recall also that an algebra (A4,A,V) or (4,V,A) of type (2,2) ((4,A,V,1) or (A,V,A,1) of type
(2,2,0)) is a Dedekind lattice (with last element 1) if the properties (Wid), (Vid), (Wcomm), (Vcomm),
(Wassoc), (Vassoc), (Wabsl), (Wabs2) ((W1-1) and (V1-1), respectively) hold, where: for all z,y,z € A,

(Vid) (idempotency of V) z V z = z,

(Vecomm) (commutativity of V) 2 Vy =y Vz,

(Vassoc) (associativity of V) (zVy)Vz=2aV (yV 2),
(VI-)zVli=1vz=1 (V-1)zV1=1, (V1) 1V = L;

(Wid) (idempotency of A) T Az =1z,

(Wcomm) (commutativity of A) zAy=yAx,

(Wassoc) (associativity of A) (xAY)ANz=azA(YyA=z),
Wi-l)zAl=1Az=2: (W-1)zAl=12z, (Wl-) 1Az =ux;

(Wabsl) (W-absorption-1) z A (z Vy) = x,
(Wabs2) (W-absorption-2) z V (z A y) = x.

In a Dedekind lattice, we have the equivalence: for all z,y € A,
(EqVW) zVy=y < Ay ==z.

Recall finally that the two definitions of lattices are equivalent:

Theorem 3.1
(1) Let A= (A, <) be an Ore lattice. Define ®(A) & (A, A, V), where for all z,y € A:

TAY & min(z,y) and x Vy & max(x,y).
Then, ®(A) is a Dedekind lattice.
(1°) Let A= (A, A, V) be a Dedekind lattice. Define ¥(A)) o (L, <), where for all x,y € A:
(dfrelV) z <y Ly y =y or, equivalently,
(dfrelW) x §yg>'x/\y:x.
Then, ¥(A)) is an Ore lattice.
(2) The two maps, ® and U are mutually inverse.

In the sequel, we shall work with the Dedekind lattices, and in particular with the Dedekind join-
semilattices and the Dedekind meet-semilattices.

3.2.1 Dedekind regular-join-semilattices

Recall that an algebra (A4, V) of type (2) ((4,V,1) of type (2,0)) is a Dedekind V-semilattice (or Dedekind
join-semilattice) (with last (top) element 1) if V verifies the properties (Vid), (Vcomm), (Vassoc) ((V1-1),
respectively).

Let us introduce the following new definitions.

Definitions 3.2 Let A = (A, V, —, 1) be an algebra of type (2,2,0) (or A = (A4, V, <, —, 1) be a structure)
such that:
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- the reduct (A, —,1) ((4,<,—,1)) is a regular algebra (structure) (i.e. property (M) holds) and
- the operations —, 1 and V are connected by: for all z,y € A,
(EqV) z—y=1< zVy=y,
- < and V are connected by: for all z,y € A,
(EqV’) z<y & zVy=y.
In these conditions:
(1) we say that A is a Dedekind regular-V-semilattice (or Dedekind regular-join-semilattice), if the
reduct (A, V) is a Dedekind V-semilattice.
(1°) we say that A is a Dedekind regular-V-semilattice with last (top) element 1, if the reduct (4,V, 1)
is a Dedekind V-semilattice with last (top) element 1.

Remark 3.3 Given a Dedekind regular-join-semilattice (A4, V, —, 1), then the reduct (4, V) is a Dedekind
join-semilattice. Conversely, given a Dedekind join-semilattice A = (A, V), then there can exist one or

more Dedekind regular-join-semilattices whose reduct (A, V) coincides with A (see the next Examples
3.7).

e Let us introduce the new properties:
(dfrelV) z gy(g&x\/y:y;

(Vi)z—sy=1= (zVa) — (yVa) =1,
(VHYax<y=azVa<yVag
(V--)z—=>y=1,a—-b=1 = (zVa) = (yVvVd) =1,
(V-NYz<y,a<b =zVa<yVb;
(Vgeq) z = (zVy) =1,y = (zVy) =1,
(Veeq) 2,y <z Vy;

(V=)z—z2=1,y—z2z=1=2Vy<z
(V=Y <z, y<z = aVy<z.

Remarks 3.4 We have the following connections:
(i) (EarelR) = ((EqV) & (EqV")); (EqV) + (EqV’) = (EqrelR);
(ii) (EqV) = ((dfrelR) < (dfrelV)); (dfrelR) + (dfrelV) = (EqV).

Other connections are presented in the next proposition.

Proposition 3.5 Let (A,V,—,1) be an algebra of type (2,2,0) (or, equivalently, by (EqrelR) and (dfrelR),
let (A,V,<,—,1) be a structure). Then, we have:
(BV1) (EqV) = ((Vid) < (Re)),
(BVI’) (EqV) = ((V-1) & (L));
(BV2) (EqV) + (Vcomm) = (An);
(BV3) (EqV) + (Vassoc) = (Tr);
(BV3’) (EqV) + (Vassoc) = (V=);
(BV4) (EqV) + (Vcomm) + (Vassoc) + (Vid) = (Vgeq),
(BV5) (EqV) + (Vecomm) + (Vassoc) + (Vid) = (V-);
(BV6) (V-) + (Vecomm) + (Tr) = (V- -);
(BV7) (Vid) + (V- -) = (V=).

Proof. _
(BV1): zVz OZ0) o ) 1y o (B

BVL): zv1 V=V A W

(BV2): Ifx <yandy < x,ie. tVy=yand yVa =z, by (EqV’), then x =y Vz (Vcozmm)x\/y:y;
thus (An) holds.

BV3): Ifz<yandy<zie zVy=yandyVz=z by (EqV’), thenzVz=2V(yV2)
(xVy)Vz=yVz=z hence z < z, by (EqV’); thus, (Tr’) holds.

1.
1.
(Vaésoc)
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(Vassoc)

(Vid)

(BV4): zV(zVy) = " (zVz)Vy = zVuy;then, by (EqV), 2 <z Vy.
yv (@ vy) E @ vy vy TE e vy vy) "2 e vy then, by (EaV), y < xVy. Thus, (Veeq)
holds.

(BVS): If x <y, i.e. zVy =y, by (EqV’), then (x V 2)V (yV 2) (Vegmm) (xVz)V(zVy) (Vassoc)
xV(zVz)Vy (V) xVzVy (Veomm) xVyVz=uyV z; hence, by (EqV’), x V z <y V z; thus, (V-) holds.

(BV6): Let < y and a < b; then, by (V-), 2 Va < yVa and, by (V-) again, a Vy < bV y; but
yVa (Veernm) v y, hence x Va <bVy (Vegmm) y Vb, by (Tr). Thus, (V- -’) holds.

(BV7): Let ¢ < z and y < z; then, by (V--),zVy<zVz (Vid) z; thus (V=) holds. a

Then we have:

Theorem 3.6 Let A = (A,V,—,1) (A= (4,V,<,—,1)) be a Dedekind regular-V-semilattice with last
(top) element 1 (i.e. properties (M), (EqV), (Vid), (Vcomm), (Vassoc), (V1-1) hold).
Then, the following properties hold: (Re), (L), (Tr), (An), (V-), (V- -), (V=), (Vgeq).

Proof.
(Re): By (BV1), (EqV) = ((Vid) & (Re)); thus, (Re) holds.
L): By (BVD), (EqV) = ((V-1) & (L)); thus, (L) holds.
Tr): By (BV3), (EqV) + (Vassoc) = (Tr); thus, (Tr) holds.
An): By (BV2), (EqV) + (Vcomm) = (An); thus, (An) holds.
V-): By (BV5), (EqV) + (Vcomm) + (Vassoc) + (Vid) = (V-); thus, (V-) holds.
V--): By (BV6), (V-) + (Vcomm) + (Tr) = (V- -); thus, (V- -) holds.
V=): By (BV3’), (EqV) + (Vassoc) = (V=); thus, (V=) holds.
Vgeq): By (BV4), (EqV) + (Vcomm) + (Vassoc) + (Vid) = (Vgeq); thus, (Vgeq) holds. O

Note that by the above Theorem 3.6, since the properties (Re), (M), (L), (An), (Tr) hold, then the
reduct (A, —,1) ((4,<,—,1)) is an oRML algebra (in fact an oRML join-semillatice), as defined in [15].

Examples 3.7 Consider the following poset (partially-ordered set) with top element A = (A = {a, b, 1}, <

, 1) represented by the Hasse diagram from Figure 1 (hence is an Ore join-semilattice with last (top)

element 1). )

A

Figure 1: The Hasse diagram of the given poset with 1

Hence, the corresponding Dedekind join-semilattice with last (top) element 1: (A = {a,b,1},V,1)
is given by the following table:

Since z < y & z — y = 1 (EqrelR) and we want that 1 — = = 2 (M) be varified, it follows that
the table of the general implication —, (residuum, in certain cases) corresponding to the given Ore join-
semilattice with 1 from Figure 1 is as follows:
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—g ‘ a b 1
a 1 12 1
b 21 1 1
1 a b 1

Since there are two free spaces (r12,721) that can be filled with one element of {a, b}, it follows that
—4 induces 22 = 4 implications, —1 - —4, namely (by generating the elements (r12,721) in increasing
lexicographical order):
=11 (r12,721)=(a,a); —2: (r12,721)=(a,b); —3: (112,721)=(b,a); —4: (r12,721)=(b,b).

Consequently, there exist four Dedekind regular-join-semilattices with top element 1:
A = (A ={a,b,1},V,—1,1) - Ay = (A ={a,b,1},V,—4,1), corresponding to the given Dedekind
join-semilattice with top element 1: (A = {a,b,1},V,1).

Note that the properties (Re), (M), (L), (An) and (Tr) hold; hence, all the four reduct algebras
(A = {a,b,1},—,4,1) are regular oRML algebras (in fact regular oRML join-semilattices or oRML
regular-join-semilattices), as defined in [15].

By checking (with a PASCAL programm) the other possible considered properties ((Ex), (pimpl), (pi),
(BB), (**), (B), (*), (Tr), (D), (comm), (impl)) that can be verified by —,, we have obtained:

—1: verifies only (*), (Tr), (D), hence (A = {a,b,1},—1,1) is a *aRML algebra with (D) [15]. It
has no product, because a ® b = min{a, b, 1} does not exist.

—o: verifies only (*), (Tr), (D), hence (A = {a,b,1},—2,1) is a *aRML algebra with (D). It has
no product, because b ® b = min{a, b, 1} does not exist.

—3: verifies (Ex), (pimpl), (pi), (BB), (**), (B), (*), (Tr), (D), (comm), (impl), hence (A = {a,b,1}, —3
,1) is an implicative BCK algebra. We have x Vy = (r — y) — y. It has no product, because
a ® b =min{a,b, 1} does not exist.

—4: verifies only (*), (Tr), (D), hence (A = {a,b,1},—4,1) is a *aRML algebra with (D). It has
no product, because b ® b = min{a, b, 1} does not exist.

3.2.2 Dedekind regular-meet-semilattices

The results of this subsubsection are the dual of the results from the precedent subsubsection.

Recall that an algebra (A, A) of type (2) ((4,A,1) of type (2,0)) is a Dedekind A-semilattice (or
Dedekind meet-semilattice) (with last (top) element 1), if A verifies the properties (Wid), (Wcomm),
(Wassoc) ((W1-1), respectively).

Let us introduce now the following definitions.

Definitions 3.8 Let A = (A, A, —, 1) be an algebra of type (2,2,0) (or A = (A, A, <, —, 1) be a structure)
such that:
- the reduct (A, —,1) ((4,<,—,1)) is a regular algebra (structure) (i.e. property (M) holds) and
- the operations —, 1 and A are connected by: for all z,y € A,
(EqW) z—=y=1 < zAy=u,
- < and A are connected by: for all z,y € A,
(EqW’) z<y & zAy==x.
In these conditions:
(1) We say that A is a Dedekind regular-A-semilattice (or Dedekind regular-meet-semilattice), if the
reduct (A, A) is a Dedekind A-semilattice.
(1’) We say that A is a Dedekind regular-A-semilattice (or Dedekind reqular-meet-semilattice) with last
(top) element 1, if the reduct (A, A,1) is a Dedekind A-semilattice with top element 1.

Remark 3.9 Given a Dedekind regular-meet-semilattice (A, A, —, 1), then the reduct (A, A) is a Dedekind
meet-semilattice. Conversely, given a Dedekind meet-semilattice A = (A, A), then there can exist one or
more Dedekind regular-meet-semilattices whose reduct (A4, A) coincides with A.

e Let us introduce now the following new properties:
(dfrelW) z gygix/\y:x;
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W)z—-y=1= (xANa) = (yAa)=1,
WHherz<y=zAa<yAag
W--)z—y=1l,a=b=1= (xANa) = (yAb) =1,
(W-)z<y,a<b=zxAa<yAb;

(Wleq) (xAy) mz=1, (zAhy)—=y=1,

(Wleq') z Ay < @, y;

W=)z—oa=1z2—-y=1 =z (xAy) =1,
(W=)z<z, 2<y = z2<zAy.

Remarks 3.10 We have the following connections:
(i) (EqrelR) = ((EqW) & (EqW")); (EqW) + (EqW’) => (EqrelR);
(ii) (EqW) = ((dfrelR) < (dfrelW)); (dfrelR) + (dfrelW) = (EqW).

Other connections are presented in the next proposition.

Proposition 3.11 (See the dual Proposition 3.5)
Let (A, A\, —,1) be an algebra of type (2,2,0) (or, equivalently, by (EqrelR) and (dfrelR), let (A, A, <
,—, 1) be a structure). Then, we have:
(BW1) (EqW) = ((Wid) < (Re)),
(BWL) (EqW) = (W-1) & (L)
(BW2) (EqW) + (Wcomm) = (An);
(BW3) (EqW) + (Wassoc) = (Tr),
(BW3’) (EqW) + (Wassoc) = (W=);
(BW4) (EqW) + (Weomm) + (Wassoc) + (Wid) = (Wleq),
(BWS5) (EqW) + (Wcomm) + (Wassoc) + (Wid) = (W-);
(BW6) (W-) + (Weomm) + (Tr) = (W- -);
(BW7) (Wid) + (W- -) = (W=).

Proof.
(BW1): z Az (Vi) (Eéw) S B
BWD): a1 "EV P 1 By
(BW2): If t <yandy < z,ie. t Ay =x and yAx =y, by (EqW’), then x = z Ay (Weomm) yAx =y;

thus (An) holds.

(BW3): If e <yand y < z,i.e. tAy=x and y Az =y, by (EqW’), then x Az = (x Ay) Az
x A (yAz)=xAy=uz, hence, by (EqW’), x < z; thus, (Tr’) holds.

(BW4): (x Ay) A (Wazeo9) 1 n (yAy) TED 4 A y; hence, by (EqW), z Ay < .

(xAy) Az (Weomm) (Wagsoc) yA(zAx) 2D ng VeZ™ g y; hence, by (EqW), x Ay < z.
Thus, (Wleq) holds.

(BW5): If <y, i.e. x Ay =z, by (EqQW’), then (z A 2) A (y A 2) (Wegmm) (xAZ)N(zAY)
xA(zAzZ) ANy WED oAz A y (Weomm) (x Ay) Az =x A z; hence, by (EqW’), 2 A z < y A z; thus, (W-)
holds.

(BW6): Let x < y and a < b; then, by (W-), z Aa < y Aa and, by (W-) again, a Ay < b A y; but

yAa (Wegmm) aANy,hencex Aa<bAy (Wegm) y Ab, by (Tr). Thus, (W- ) holds.
(Wid)

(BW7): Let < z and y < z; then, by (W--), 2 Ay < zAz =" z; thus (W=) holds. a
Then we have:

(Wassoc)

(yAz) ANz

(Wassoc)

Theorem 3.12 (See the dual Theorem 3.6)

Let A= (AN, —,1) (A= (A, A, <,—,1)) be a Dedekind regular-A-semilattice with last (top) element
1 (i.e. properties (M), (EqW), (Wid, (Wcomm), (Wassoc), (W1-1) hold).
Then, the following properties hold: (Re), (L), (Tr), (An), (W-), (W--), (W=), (Wieq).

19



Proof.
(Re): By (BW1), (EqW) = ((Wid) < (Re)); thus, (Re) holds.
(L): By (BWY), (EqW) = ((W-1) < (L)); thus, (L) holds.
(Tr): By (BW3), (EqW) + (Wassoc) = (Tr); thus, (Tr) holds.
(An): By (BW2), (EqW) + (Wcomm) = (An); thus (An) holds.
(W-): By (BW5), (EqW) + (Wcomm) + (Wassoc) + (Wid) = (W-); thus, (W-) holds.
(W--): By (BW6), (W-) + (Wcomm) + (Tr) = (W- -); thus, (W- -) holds.
(W=): By (BWT), (Wid) + (W- -) = (W=); thus, (W=) holds.
(Wleq): By (BW4), (Wid) + (Wcomm) + (Wassoc) + (EqW) = (Wleq); thus, (Wleq) holds. ]
Note that by the above Theorem 3.12, since the properties (Re), (M), (L), (An), (Tr) hold, then the
reduct (A4, —,1) ((4,<,—,1)) is an oRML algebra (in fact an oRML meet-semillatice), as defined in [15].

3.2.3 Dedekind regular-lattices

Recall firstly that:
- An algebra A = (A, A, V) or A= (A, V, ) of type (2,2) is a Dedekind lattice (more precisely a Dedekind
AV-lattice or a Dedekind VA-lattice, respectively), if the reduct (A, V) is a Dedekind V-semilattice, the
reduct (A, A) is a Dedekind A-semilattice and the properties of absorptions, (Wabsl) and (Wabs2), are
verified.
- An algebra A = (A, A,V,1) or A = (A4,V,A,1) of type (2,2,0) is called a Dedekind lattice with top
element 1 (more precisely a Dedekind AV-lattice with 1 or a Dedekind VA-lattice with 1, respectively), if
the reduct (A,V,1) is a Dedekind V-semilattice with 1, the reduct (A, A, 1) is a Dedekind A-semilattice
with 1 and the properties (Wabsl) and (Wabs2) are verified.

We shall introduce now the notion of Dedekind regular-lattice.

Definitions 3.13 (See Definitions 3.2 and 3.8)

Let A= (A,A,V,—,1)or A= (A, V, A, —, 1) be an algebra of type (2,2,2,0) (or A = (A, A, V, <, —,1)
or A= (4,V,A, <,—,1), respectively, be a structure) such that:
- the reduct (A, A, —,1) is a Dedekind regular-A-semilattice (with last element 1) and
- the reduct (A,V,—,1) is a Dedekind regular-V-semilattice (with last element 1).
In these conditions, we say that A is a Dedekind regular-lattice (with last element 1) (more precisely, a
Dedekind regular-A\V-lattice with 1 or a Dedekind regular-V A-lattice with 1, respectively) if the additional
properties of absorption, (Wabsl) and (Wabs2), hold.

Hence, a Dedekind regular-lattice (with 1) verifies (M), (EqW), (EqV) and (Wid), (Vid), (Wcomm),
(Veomm), (Wassoc), (Vassoc), (Wabsl), (Wabs2) ((W1-1), (V1-1) respectively).
Note that a Dedekind regular-lattice can be defined alternatively by:

Definition 3.14 Let A = (A,A,V,—,1) or A = (A,V,A,—,1) be an algebra of type (2,2,2,0) (or
A= ANV, <, =, 1)or A= (A,V, A, <,—, 1), respectively, be a structure) such that:

- the reduct (A, —,1) ((4, <, —, 1)) is a regular algebra (structure),

- the operations —, 1 and V are connected by (EqV),

- the operations —, 1 and A are connected by (EqW).

In these conditions, we say that A is a Dedekind regular-algebra (with 1) if the reduct (A, A, V) or (A, V,A)
((A,A,V, 1) or (A, V, A, 1), respectively) is a Dedekind lattice (with 1).

Remark 3.15 Given a Dedekind regular-lattice, say (A, A, V, —, 1), then the reduct (A, A, V) is a Dedekind
lattice. Conversely, given a Dedekind lattice A = (A, A, V), then there can exist one or more Dedekind
regular-lattices whose reduct (4, A, V) coincides with A.

e Let us introduce the following properties:
(Wdisl) (W-distributivity-1) (x Vy) Az = (zA2)V (y A 2);
(Wdisl-p) (Wdisl-partial-1) [(z Az) V(yAz)] = [(xVy) Azl =1,
(Wdisl-p’) (Wdisl-partial-1’) (x A2) V (y A z) < (x Vy) A z;
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(Wdisl-pp) (Wdisl-partial-2) [(x Vy) Az] = [(x Az)V (y Az)] =1,
(Wdisl-pp’) (Wdisl-partial-2’) (zVy) Az < (xAz)V (yAz);

(Wdis2) (W-distributivity-2) (x Ay)Vz= (zV2z)A(yV z);
(Wdis2-p) (Wdis2-partial-1) [(z Ay)Vz] = [(xV2)A(yVz)]=1,
(Wdis2-p’) (Wdis2-partial-1’) (x Ay)Vz<(xV2)A(yV z);
(Wdis2-pp) (Wdis2-partial-2) [(zV2) A (yV2)] = [(zAy)Vz] =1,
(Wdis2-pp’) (Wdis2-partial-2’) (zV2)A(yVz) < (zAy)Vz.

Then we have:

Proposition 3.16 Let A= (A,V,A,—, 1) be an algebra of type (2,2,2,0) (or, equivalently, A= (A,V, A, <
,—, 1) be a structure) or, dually, let A = (A, A, V,—,1) be an algebra of type (2,2,2,0) (or A= (A, AV, <
,—, 1) be a structure) such that the reduct (A,—,1) ((A,<,—,1)) is an algebra (structure) verifying the
properties (Re) and (Tr) (i.e. < is a pre-order). Then, the following hold:

(BVW1) (Wdisl-p) + (Wdisl-pp) + (An) = (Wdisl);

(BVW1’) (Vgeq) + (V=) + (W-) = (Wdisl-p); (Wleq) + (W=) + (V- -) + (V=) = (Wdisl-p);

(BVW2) (Wdis2-p) + (Wdis2-pp) + (An) = (Wdis2);
(BVW2’) (Wleq) + (W=) + (V-) = (Wdis2-p); (Vgeq) + (V=) + (W- -) + (W=) = (Wdis2-p);
(BVW2”) (Wdis1) + (Wleq) + (Wcomm) + (Vecomm) + (Vassoc) + (V-) + (V=) = (Wdis2-pp);

(BVWS3) (Vgeq) + (EqW) = (Wabs);
(BVW4) (Wieq) + (EqV) + (Veomm) = (Wabs2).

Proof.

(BVW1): Obviously.

(BVW1’): First proof: z,y < zVy, by (Vgeq); then, x Az, y Az < (zVy)Az, by (W-), hence
(xA2)V(yAz) <(xVy) Az by (V=); thus, (Wdisl-p) holds.

Second proof: On the one hand, we have xAz < z and yAz < y, by (Wleq); then, (xA2)V(yAz) < zVy,
by (V- -). On the other hand, we have x A z < z and y A z < z, by (Wleq); then, (ac ANz)V(yAz) <z by
(V=). Consequently, (x Az)V (yAz) < (zVy)Az, by (W=); thus, (Wdisl-p) holds.

(BVW2): Obviously.

(BVW2’): First proof: z Ay < z, y, by (Wleq); then, (x Ay)V 2z < xV 2z yVz by (V-), hence
(xAy)Vz<(zV2)A(yVz), by (W=); thus, (Wdis2-p) holds.

Second proof: On the one hand, we have: < 2Vzand y < yVz, by (Vgeq); then, xAy < (xVz)A(yVz),
by (W- -). On the other hand, we have z < xV z and z <y V z, by (Vgeq); then, z < (zVz) A (yV z), by
(W=). Consequently, x Ay)Vz < (zVz)A(yV z), by (V=); thus, (Wdis2-p) holds.

(BVW2”): Denote Z notation (x V2z)A(yV z); then
2" @Ay v )V (A V)
(yVa)Az)V((yVz)Az)

TS (W AD)V EAR) Y (AR V(A 2)
Ve (Y Az) vz AD) V(g A2V (2 A2)]

(Vcomm)

= "[zA2)V(yA2)V(zA2)]V(yAx).
But zAz <z, yANz<z zAz<z by (Wlq);
hence, (zAz)V (yAz)V (zAz) <z by (V=);

(Wecomm),(Vcomm)

hence, Z < zV (y A z) = (x Ay) V 2z, by (V-); thus (Wdis2-pp) holds.
(Vgeq)
(BVW3): « %q xVy L A (z Vy) = z; thus (Wabsl) holds.

(Wleq)
(BVW4): zAny < = AR (zAy)Va = z, hence 2V (zAy) = z, by (Veomm); thus, (Wabs2) holds. O

(Wco:mm)

(Wdisl)
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Recall that a Dedekind lattice is called to be distributive if the distributivity properties, (Wdisl) and
(Wdis2), hold.

A Dedekind regular-lattice (with last element 1) will be said to be distributive if the distributivity
properties, (Wdisl) and (Wdis2), hold.

We can prove now the following result.

Theorem 3.17 Let A= (A,A,V,—, 1) be a Dedekind regular-AV-lattice with 1 or A= (A,V,A\,—,1) be
a Dedekind regular-VA-lattice with 1. Then, the following properties hold: (Re), (L), (Tr), (An), (V-),
(V' _)7 (V:)7 (VgeQ)z (W_): (W' ')7 (W:)7 (WleQ): (Wdis]—p), (Wdis?—p).

Proof. By Theorem 3.12, (Re), (L), (Tr), (An), (W-), (W--), (W=), (Wleq) hold.

By Theorem 3.6, (V-), (V--), (V=), (Vgeq) hold.

By (BVWYI), (Vgeq) + (V=) + (W-) = (Wdisl-p), hence (Wdisl-p) holds.

By (BVW2), (Wleq) + (W=) + (V-) = (Wdis2-p), hence (Wdis2-p) holds. O

Note that by the above Theorem 3.17, since the properties (Re), (M), (L), (An), (Tr) hold, then the
reduct (A4, —,1) ((4,<,—,1)) is an oRML algebra (o0RML lattice) [15].

It is a further research to define the Ore regular-lattices and to prove that Dedekind regular-lattices
and ore regular-lattices are equivalent.

3.3 Positive implicative, commutative and implicative
regular algebras (structures)

Let us introduce the following definitions.

Definitions 3.18 Let A be a regular algebra (structure). We say that A is:
- positive implicative, if the following property (pimpl) is satisfied: for all z,y, z € A,

(pimpl) z— (y—2)=(x—y) = (x = 2);
- generalized positive implicative, if the following property (pi) is satisfied: for all x,y € A,
(i) z—=@—oy)=x—y;
- commutative, if the following property (comm) is satisfied: for all z,y € A,
(comm) (z—y)—>y=(y—z)—a;
- implicative, if the following property (impl) is satisfied: for all x,y € A,
(impl) (x —y) = x==x.

e Let us introduce also the following new properties: for all z,y € A,

(pimpl-1) [z = (y = 2)] = [(z = y) = (z = 2)] =1,

(pimpl-1") z = (y — 2) < (. = y) = (x = 2);

(pimpl-2) [(z = y) = (z = 2)] = [z = (y = 2)] = 1,
(pimpl-2") (z = y) = (x = 2) <z = (y = 2);

Bz y—2)=1=(z—>y) = (zr—2)=1,
$e<y—sz2=z—>y<z—> 2

(comm-1) [(z = y) =2yl 2 z=(z—= (y = 2)) = (y = x).

Recall the following general connections between properties in List A and List B from [15]:
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Proposition 3.19 (See [15] Remark 6.2, Propositions 6.4, 6.9, 6.8, Theorems 6.13, 6.16, Remarks 6.20
(ii), Proposition 6.21, Theorems 6.23, 6.25)
Let (A, —,1) (A, <,—,1)) be an algebra (a structure). Then, we have:
(B0) (pimpl-1) + (pimpl-2) + (An) = (pimpl);
(B1) (pimpl) + (Re) = (L);
(B2) (pi) + (Re) = (L);
(B3) (pimpl) + (Re) + (M) = (p1);
(B4) (pimpl) + (Re) + (L) = (K);
(B5) (pimpl) + (K) = (B);
(B6) (pimpl) + (Re) = (B);
(B7) (pimpl) + (Re) + (M) = (%), (*%);
(B8) (pimpl) + (L) = (*) (Michael Kinyon);
(B9) (pimpl) + (Re) + (M) = (BB) (Michael Kinyon);
(B10) (pimpl) + (Re) + (M) = (C) (Michael Kinyon);
(B11) (pimpl) + (Re) + (M) + (An) = (Ex) (Michael Kinyon);

(B12) (comm) + (M) = (An);

(B13) (Re) + (L) + (Ex) + (**) = (pimpl-2);

(B14) (pi) + (Ex) + (B) + (*) = (pimpl-1);

(B15) (pi) + (Re) + (Ex) + (B) + (An) = (pimpl);

(B16) (pi) + (Re) + (M) + (B) + (An) = ((Fx) < (BB) < (pimpl));

(B17) (pi) + (Re) + (M) + (Ez) + (An) = ((BB) & (B) & (*) & (pimpl)).

Remark that the above property (B15) is simplified compared with that from [15], because the properties
(**), (*) and (L) follow. Indeed, by (B2), (pi) + (Re) = (L); by (A5), (Re) + (Ex) + (An) = (M), by
(A12)), (M) + (B) = (*); by (A10"), (Ex) + (B) = (BB) and by (A15’), (M) 4+ (BB) = (**).

We now add the following new connections between the properties in Lists A and B:

Proposition 3.20 Let (A,—,1) ((A,<,—,1)) be an algebra (a structure). Then, the following hold:
(B18) (K) + (**) + (C) + (Tr) = (pimpl-2);

(B19) (pimpl-1) + (K) + (N) = (Re); (B19’) (pimpl-1) + (K) + (M) = (Re);
(B20) (pimpl-1) + (L) + (N) = (*);  (B20’) (pimpl-1) + (L) + (M) = (¥);
(B21) (pimpl-1) + (L) + (N) = (Tr);  (B21’) (pimpl-1) + (L) + (M) = (Tr);
(B22) (pimpl-1) + (K) + (Tr) = (B);

(B23) (pimpl-1) + (Re) + (*) + (K) + (M) = (D);

(B24) (pimpl-1) + (*) + (K) + (M) = (*%);

(B25) (pimpl-1) + (K) + (**) + (Tr) = (C);

(B26) (pimpl-1) + (K) + (An) + (C) + (**) + (Tr) = (pimpl);

(B27) (pimpl-1) + (N) = ($);  (B27’) (pimpl-1) + (M) = ($);

(B28) (3) + (K) + (Tr) = (#);

(B29) (comm) + (L) + (M) = (Re);

(B30) (comm) + (Re) + (M) + (Ex) = (L);

(B31) (comm) + (Re) + (M) + (Ex) = (*);

(B32) (comm) + (M) + (BB) = (L);

(B33) (comm) + (K) + (BB) + (Tr) + (M) = (#);
(B34) (comm) = (comm-1);

(B35) (Re) + (Ex) + (B) + (M) + (An) = ((pimpl) < (pi)).
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Proof:

(K") (") (©)
(B18): y < x —wy,then (x »y) > (x = 2) < y—(r—=2) < z— (y— 2); hence, by (Tr), we
obtain that (z = y) — (z — 2) <z — (y — z), i.e. (pimpl-2) holds.

(B19): From (pimpl-1) ([x — (y — 2)] — [(J: =y = (zr—2)]=1),fory=2— 2 and z = z we
obtain: [x = (z —z) ma)] =z > (z—=2z) = (= 2)]=1;by (K),z— (x > 2z) > 2) =1 and
z— (x = ) =1, hence, 1 — [1 = (z — z)] = 1; then, applying (N) twice, we obtain that z — z = 1,
i.e. (Re) holds.

(B19’): By (A00), (M) = (N), then apply (B19).

(B20): Suppose that y — z = 1; we must prove that (x — y) — (x — z) = 1. Indeed, from (pimpl-1)
([xt = (y = 2)] = [(r = y) = (x = 2)] = 1) we obtain: (x — 1) = [(z — y) — (z — z)] = 1, hence, by
(L) and (N), we obtain: (x — y) — (z — z) = 1; thus (*) holds.

(B20’): By (A00), (M) = (N), then apply (B20).

(B21): By (B20), (pimpl-1) + (L) + (N) = (*) and by (A13), (N) + (*) = (Tr). Thus, (Tr) holds.

(B21%): By (A00), (M) = (N), then apply (B21).

K’ impl—1

(B22): y — 2 S) = (y—2) " % ) (x = y) = (x — 2); hence, by (Tr), we obtain y — z < (z —
y) = (z — 2), i.e. (B’) holds.

(B23): From (pimpl-1) ([t = (y = 2)] = [(x = y) = (z — 2)] = 1), for x = y — z we obtain:

[y —=2) = (y—=2)] = [((y—=2) = y) = ((y = 2z) > 2)] =1; then, by (Re) and (M), we obtain:
(y—=2)—=y) = (y—2) —2z)=1lie. (y— 2z) >y <(y— z) = z now, apply (*’) and obtain:
y—=[(y—=2) =yl <y—[(y = 2) — z]; then, by (K) and (M), we obtain:

y— [(y = 2) = 2] =1, i.e. (D) holds.

(B24): Suppose that x — y = 1; we shall prove that (y — z) = (x — 2z) = 1. Indeed,

(pimpl-1) ([xr = (y = 2)] = [(z = y) = (x = 2)] = 1) gives:
[x = (y = 2)] = [1 = (x = z)] = 1; then, by (M), we obtain:
[t=(y—=2)])—=(x—=2)=11e 2= (y— 2) <z — z=1; now, by (*’), we obtain:
(y—=2)—z— (y—2)] <(y— 2) = (x = 2); now, by (K) and (M), we obtain: (y — z) = (z — 2z) = 1.
Thus, (**) holds.
(pimpl—1") (K')

(B25): We have z — (y — 2) < (r = y) = (x — 2). But, y < x — y implies, by (**),

(x—=y) = (x—2) <y—(z—2).
Then, by (Tr), we obtain: x — (y = 2) <y — (x — 2), i.e. (C’) holds.
K c’

(B26): y (g) x — y implies, by (**), (z - y) > (x = 2) <y — (z = 2). But y = (z — 2) (g) T —
(y — 2). Then, by (Tr), we obtain:

(x = y) = (x = 2z) <z — (y — 2), on the one hand.

impl—1'

On the other hand, x — (y — 2) v % : (x = y) = (z—=2).
Consequently, by (An), x — (y = 2) = (x = y) = (¢ — 2), i.e. (pimpl) holds.

(B27): By (pimpl-1), [x = (y = 2)] = [(x = y) = (r = 2)] = 1;if x = (y — z) = 1, then by (N),
(r = y) = (x = 2) =1, ie. ($) holds.

(B27’): By (A00), (M) = (N), then apply (B27).

(B28): If x < y — z, then, by (), x = y < z — z; but, by (K’), ¥y < z — y; hence, by (Tr),
y < — z. Thus, (#) holds.

(M)

(co L)

B29): z sz P (1 oa) =22 (@1 5121 e (Re) holds.
(B30): (x = 1) — g (comm) (1—-2)—>=x @y g B 1; then, 2 5 1=z — [(x = 1) = 1] ()
(z—)l)—>(z—>1)( e)1 i.e. (L) holds.

(B31): By (B30), (comm) + (Re) + (M) + (Ex) = (L). Suppose now that y — z = 1; then, z @

1—>z:(y—>z)—>z(cogm)(z—>y)—>y,henceac—>z=a:—>[(z—>y)—>y](}iz)(z—>y)—>(x—>y).
Then, (r = y) + (@ = 2) =@ =y 2 (29 = @=9] Z oy 2 @=y > @)~

(z—=y) — 12, Thus, (*) holds.
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(B32): By (A18), (M) + (BB) = (Re); then z — 1 B (x — x) LU (1 —z) = x)

(comm)

="z=>((z—1)—1)

Do)y sl@sn-a-1)"2

(K")
(B33): Firstly, note that y < (2 = y) = y.
Second, suppose that © — (y — z) = 1; then,

1, i.e. (L) holds.

oy =y) = @—2) " (g = 2) = 2) = (&= 2)

(A:/[)1—>[((y—>z)—>z)—>(x—>z)]:[x—>(y—>z)]—>[((y—>z)—>z)—>(x—>z)}(B:B)Li.e.

(z—=y)oy<a— ez
Now, by (Tr), we obtain that y < x — z, i.e. (#’) holds.

(B34): (See the proof of (qW15) from [2]) [(z = y) = y] = = (comm) (y = 2z) > z] >
(y = z)) = (y = x), i.e. (comm-1) holds.
( (Bi’>)5): By (B3), (pimpl) + (Re) + (M) = (pi), and by (B15), (pi) + (Re) + (Ex) + (B) + (An) =
pimpl). O

(cogm) (z N

Let A= (A,—,1). Recall from [15] that:
- a RME algebra (= CI algebra) is an algebra A verifying the properties (Re), (M), (Ex) (i.e. is a RM
algebra verifying (Ex)); hence, by Theorem 2.8, (BB) < (B) < ().
- a BE algebra is a RME algebra verifying (L) (i.e. is a RML algebra verifying (Ex)),
- a BCI algebra is just a RME algebra verifying (An), (*) and
- a BCK algebra is just a BE algebra verifying (An), (*) or, equivalently, a BCI algebra verifying (L).
Then we obtain the following result:

Theorem 3.21 Commutative RME, BE, BCI, BCK algebras coincide.

Proof. Let A = (a,—,1) be a commutative RME (CI) algebra, i.e. the properties (Re), (M), (Ex) and
(comm) hold. Then, by (B12), (comm) + (M) imply (An); by (B30), (comm) + (Re) + (M) + (Ex) imply
(L) and, by (B31), (comm) + (Re) + (M) + (Ex) imply (*); hence, the properties (L), (An) and (*) hold
too, i.e. A is a (commutative) BE, BCI, BCK algebra. O

Proposition 3.22 Let (A, —,1) (A, <,—,1)) be an algebra (a structure). Then, the following hold (with
an independent numbering):

(BIM1) (impl) = (pi);

(BIM2) (comm) + (pi) + (Re) + (K) + (M) = (impl);

(BIM2’) (comm) + (L) + (K) + (M) = ((pi) < (impl));

(BIM3) (impl) + (Ex) + (B) + (An) = (comm);

(BIM4) (impl) + (Re) = (M);

(BIMS5) (impl) + (L) = (M);

(BIM5’) (impl) + (M) = (L);

(BIM5®) (impl) = (L) < (M));

(BIM6) (impl) + (K) => (Re);

(BIM7) (L) + (K) + (M) + (Ex) + (B) + (An) = ((impl) < ((comm) + (pi))).

Proof. ' _
(BIM1): & — (x — y) (impl) [(z—=y)—z]— (x—y) e o y, i.e. (pi) holds.
(comm

(BIM2): Firstly, by (B12), (comm) + (M) = (An). Then, (zr - y) = z) > o = ) [z = (z —

(pi) ) (Ii%)

Y] = (z -y = -y — (x—=y 1. Hence, (z — y) — = < z. But, we also have that

(BIM2’): By (BIM2) and (BIM1);
BIM3): [(z —y) = y] = [(y = ) — ]

G2 (@ = ) > 9] = [y = 2) = (@ — y) - 2]]

(K
z < (x — y) = x. Then, by (An), it follows that z = (x — y) — x, i.e. (impl) holds.
(
(

=
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Dy = la—y) =yl =@y —a DL

Thus, we obtained that
(z=y) =yl =lly—2) =2 =1

Similarly,
(y = x) =] = [(z—y) =yl =1

From (1) and (2), by (An), we obtain (x — y) - y = (y — ) — =, i.e. (comm) holds.

BIM4): 1 =2 % 5 2) = 2 "™ 2 ie. (M) holds.

(BIM5): 1 —» =z L (z—=1) >z (e x, i.e. (M) holds.
BIM5): y =1 (1 5y) 51721 je. (L) holds.
(BIM5”): By (BIMS5) and (BIM5).
(
(

1>

BIMG6): « — « el o [(z = y) — 2] 1, i.e. (Re) holds.
BIM7): By (BIM3), (impl) + (Ex

)
Conversely, by (BIM2), (comm) + (pi) + (L) + (K) + (M) = (impl).

3.3.1 Regular-join-semilattices from commutative regular algebras (structures)
e Let us introduce the new properties:

(Vee) zVy=(x—y) = v,

@V) 2 vy L (@ —y) =y

(VV) z = (zVy)=(z = y) = (2 > y);
(VVWV) (z=y) = (z—=y)=(2Vy) = (xVy).

Remark 3.23 Just as the equivalence (EqrelR) (¢ <y <z — y = 1) was used either:

- to define the binary relation < in the algebra A, —, 1), by (dfrelR) (z <y Ly y=1), or
- to connect < and —, 1 of the structure (4, <, —, 1),
the same happens with the equality (Vee) (z Vy = (z — y) — y), that can be used either:

SB) + (An) = (comm), and by (BIM1), (impl) = (pi).

d

- to define a new binary operation V in an algebra (A,—,1) (in a structure (A, <,—,1)), by (dfV)

df.
(zVy =(x—y)—y),or

- to connect V and —, 1 of an algebra (4,V,—,1) or (A,—,V,1) of type (2,2,0) (of a structure (A4, <

,V,—, 1) or (4, <,—,V, 1), respectively).

Some connections are presented in the following Proposition 3.24.

Proposition 3.24 Let (A, —,1) ((4,<,—,1) be an algebra (a structure). Define a new binary operation

V by (dfV). Then, we have:
(BdfV1) (dfV) + (comm) = (Vcomm);
(BdfV2) (dfV) + (Re) + (M) = (Vid);
(BdfV3) (dfV) + (D) + (K) = (Vgeq);
(BdfV4) (dfV) + (L) + (M) + (Re) = (V1-1);
(BdfV5) (dfV) + (M) + (Ex) + (Re) = (EqV);
(BdfV5’) (dfV) + (M) + (D) = (EqV);
(BdfV6) (dfV) + (Ex) = (VV);
(BdfV7) (dfV) + (Veomm) + (EqV) + (VV) + (K) = (VVV);
(BdfV8) (dfV) + (Vecomm) + (Ex) + (VVV) = (Vassoc);
(BdfV9) (dfV) + (**) = (V-);
(BdfV10) (dfV) + (impl) = (Vid).

Proof.
(df v

(BdfV1): zVy z)(x—>y)—>y (4¥)

y—x)—=x = yVuaz; thus (Vcomm) holds.

(comm) (
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df:v)(m—>x)—>m
(K)

T —y) — y(dfzv)x\/yandy < (x—y)—

fAR (x — )%1(21and

2) » o ® e 2 B 1; thus (V1-1) holds.
(BdeS): Ifz<y,ie x—y=1, then: z\/y(df:‘/) (x = vy) —>y:1—>y(1\:4) Y.
)

D 4. thus (Vid) holds.

(V)
y =

(Be)

(Bdfv2 1=z

)raxVa
(D)
(BdfV3): z < ( x V y; thus (Vgeq) holds.
Jravi'
(1=

(Bde
(de

fy=2vy D x5y sy then s sy=0—>[z—oy) >y = @y

x <y. Thus, (EqV) holds.
(BdfV5): If £ <y, ie. © = y =1, then: zVy () (r—=y)—oy=1—>y @0 Y.
fy=zvy ) (r — y) — y, then, since (g) (x — y) — y, it follows that x < y.
(BdfV6): z — (z Vy) @, [(z = y) = 9] () (x = y) = (2 = y); thus (VV) holds.
(BdfVT7): We must prove that (v — y) = (z = y) = (2 Vy) = (z V y). Indeed,
y(g)zﬁywév)y\/(z%y) =z =y, hence
=y 2=y =@—2y)=>VE—y z—y) = [(z=y) vyl

V¥ [(z—=y) =y =z —y) = (df:v) (zVy) = (x Vy); thus (VVV) holds.

(BAfVS): A "L (py gy v 2 (B

£
(df V)
= (=lz—=y)—=y) ===y =y
1474% (df V)
YE vy = @Vl = @vy) L v
B (notétzon Y (y v Z) (Vco:mm) v (Z v y) (
afv
G CE ) B | B (CR R
VVV) (df
Y@V = vyl vy B @y viEvy
Hence, A = B, i.e. (Vassoc) holds.

(BdfV9): If x < gy, then y — a < x — a, by (**); then (x — a) = a < (y — a) — a, by (**) again, i.e.
xVa<yVa, by (dfV); thus, (V-) holds.

(BdfV10): = V x AR (r—>z)—>x (et x, i.e. (Vid) holds. O

= (x —vy) (£ 1, ie.

0 e (

(Vecomm)

(z—=y)—=ylvz = "2V =y =yl
EOLIY) (@5 y) = (2 5 ) = (@ Vy)
)V (@ V).

zV[(z—=y) =yl

LI (5 y) = @)= (Vy)
) VL™ v v @ vy).

y
arv)
(B

Then, we have the following theorem:

Theorem 3.25 Let A = (A,—,1) (A= (A,<,—,1)) be an algebra (structure) verifying the properties
(comm), (Re), (K), (Ex), (M).

Define a new binary operation V by (dfV) (xVy & (x—=y) = y)

Then (A,V,—,1) (A,V,<,—,1)) is a reqular-V-semilattice with last element 1.

Proof. Firstly, note that A is a regular algebra (structure), since (M) holds. Then,
- by (B12), (comm) + (M) = (An);

(A7), (K
( ), (dfV) + (Re) + (M) = (Vid) e
- by (BdfV1), (dfV) + (comm) = (Vcomm) e
- by (BdfV4), (dfV) + (L) + (M) + (Re) = (V1-1)
- by (BdfV5), (dfV) + (M) + (Ex) + (Re) = (EqV) e
- by (BdfV6), (dfV) + (Ex) = (VV);
- by (BAfVT), (dfV) + (Vcomm) + (EqV) + (VV) + (K) = (VVV);
- by (BdfV8), (dfV) + (Vcomm) + (Ex) + (VVV) = (Vassoc) e a
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3.4 Regular algebras (structures) with product.
Commutative residoids and (regular-) monoids

3.4.1 (Regular) algebras (structures) with product.
The Galois duality: algebras with (P), (RP) versus X-algebras with (R), (PR)

We shall study here the particular algebras (structures) (with implication — and 1) which have also a
product ®: there are two forms of these algebras (structures):
- (4,—,0,1) (or, equivalently, (A4,<,—,®,1)), where — is the principal operation and there exists
min{z,y} in principal; we shall simply call this first form algebra (structure);
- (4,0,—,1) (or, equivalently, (A,<,®,—,1)), where ® is the principal operation and there exists
max{z,y} in principal; we shall call this second form X-algebra (X-structure, respectively).

In these forms, between the implication — (called residuum, in certain cases), 1 and the product ®,
there can be a Galois connection, called residuation: for all z,y,z € A,
(RP)=(PR) (z0y)—z=1wzc—(y—2) =1,
(RP)=(PR)) z0y<zez<y-— =z
Therefore, we shall say that the two forms: algebras and X-algebras - and the results involving them - are
Galois dual.

<,—,1)) be an algebra (a structure) verifying the properties

Definition 3.26 Let A= (4,—,1) (A= (A4, ,
) (i.e. <is a pre-order). For z,y € A, z < y means z < y and

(Re) and (Tr) ((Re’) and (Tr’) respectively
T #y.

(1) We define, for all z,y € A: min{z,y} =z, if x <y, min{z,y} =y, if y < z.
Hence, min{z,y} € {z,y}, when it exists (if  and y are comparable).

(2) We define, for all subsets B C A: min B =b € B, such that b < z, Va € B.
Hence, min B € B, when it exists, and is called the smallest element of B.

Dually,

(1) We define, for all z,y € A: max{z,y} =y, if v <y, max{z,y} ==z, if y < x.
Hence, max{z,y} € {z,y}, when it exists (if x and y are comparable).

(2’) We define, for all subsets B C A: max B =b € B, such that x < b, Yz € B.
Hence, max B € B, when it exists, and is called the greatest element of B.

We introduce now the following definitions:

Definitions 3.27 Let A = (4,—,0,1) (A = (4,<,—,©,1)) be an algebra (structure) such that the
reduct (A, —,1) ((A, <,—,1)) is an algebra (structure) verifying the properties (Re) and (Tr) ((Re’) and
(Tr’) respectively) (i.e. < is a pre-order).

(i) We say that A is an algebra with (P) (a structure with (P’)) (i.e. with product) if, for any x,y € A,
there exists the smallest element of the set {z | x — (y — 2) =1} ({z | <y — z}) and it equals z © y,
i.e. A satisfies the following property:

(P) there exists, for all z,y € A, t @y = min{z | z — (y — 2) = 1},
(P’) there exists, for all x,y € A, x ©y = min{z | <y — z}, respectively.

Alternatively, we say that (4,—,1) ((A,<,—,1)) is an algebra with (P) (a structure with (P’)) (i.e.
with product) if, for any x,y € A, there exists the smallest element of the set {z | z — (y — 2) = 1}
({z |z <y — z}) and we define a new operation, called product, by: (dfP) there exists, for all z,y € A,

x@ydimin{z |z — (y— 2) =1},
(dfP’) there exists, for all z,y € A, z Oy & min{z | x <y — z}, respectively.
(ii) We say that A is an algebra with (RP) (a structure with (RP’)) (i.e. with residuum and product),
if the operations —, 1 and ® are connected by the property:
(RP) for all z,y,z€ A, (x Qy) v z=1oz— (y—>2) =1,
(RP’) for all z,y,z € A, 2 Oy < z & x < y — z, respectively.

Remark 3.28 Just as the equivalence (EqrelR) (z <y < x — y = 1) was used either:

- to define the binary relation < in the algebra A, —, 1), by (dfrelR) (z <y Ly y=1), or
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- to connect < and —, 1 of the structure (4, <, —, 1),

the same happens with the equality (P), that can be used either:

- to define a new binary operation ® in an algebra (A4, —,1) (in a structure (4, <,—, 1)), by (dfP), or

- to connect ® and —, 1 of an algebra (4, —,®, 1) of type (2,2,0) (of a structure (4, <, —,®, 1), respec-
tively).

Remark 3.29 By Definition 3.27 (i), we have z 0y e {z |z = (y = 2) =1} (zr 0y e {z |z <y — z}),
hence we have the property:

PP)z—=[y— oy =1,

(PP’) 2 <y — (z ®y), respectively.

Consequently, (P) = (PP).

Conventions. In order to simplify the writting:
- if the algebra (A, —, 1) verifies the property (Re), for example, then we shall no more mention that the
associated structure (A4, <,—, 1) verifies the associated property (Re’). Also, we shall freely use (Re) or
(Re’) in a proof;
- we shall write ”algebra (structure) with (P)“ instead of ”algebra with (P) (structure with (P’))“ and
- we shall write ”algebra (structure) with (RP)*“ instead of "algebra with (RP) (structure with (RP’))“.

Then, we introduce the following definitions, Galois dually:

Definitions 3.30 (See the Galois dual Definition 3.27)
Let A=(A,0,—,1) (A= (A4,<,0,—,1)) be an X-algebra (X-structure) such that the reduct (A4, —
1) ((4,<,—,1)) is an algebra (structure) verifying the properties (Re) and (Tr) (i.e. < is a pre-order).
(i) We say that A is an X-algebra with (R) (X-structure with (R’)) (i.e. with residuum) if, for any
x,y € A, there exists the greatest element of the set {z | (x @ y) = 2 =1} ({z | 2Oy < z}) and it equals
y — z, i.e. A satisfies the following property:
(R) there exists, for all y,z € A, y > z =max{z | (z O y) = z =1},
(R’) there exists, for all y,z € A, y = z = max{z | t ® y < z}, respectively.
(ii") We say that A is an X-algebra with (PR) (X-structure with (PR’)) (i.e. with product and residuum)
if the operations —, 1 and ® are connected by the property:
(PR) forall z,y,z € A,z > (y—2)=1(z0y) > 2=1,
(PR) for all z,y,z2 € A, x <y — 2z < x Oy < z respectively.

Note that the properties (RP) and (PR) coincide (we write (RP)=(PR)) and that this property (often
called the residuation property) reflects a Galois connection.

Remark 3.31 By Definition 3.30 (i), we havey » z € {z | (2 0Qy) 2 2z2=1} (y»z€{z |20y <z}),
hence we have the property:

(RR) [(y = 2)0y] = 2z=1,

(RR’) (y = 2) ©® y < z respectively.

Consequently, (R) = (RR).

Conventions. In order to simplify the writting:
- we shall write ”X-algebra (X-structure) with (R)“ instead of ”X-algebra with (RR) (X-structure with
(RR))* and
- we shall write ”X-algebra (X-structure) with (PR)“ instead of ”X-algebra with (PR) (X-structure with
(PR)) .

e Let us introduce the following new properties:
(G) (Godel) (the idempotency of @) for all x € A, z © © = x;

(EqP) s my=1oz0y=m=x,
(EqP)z<yer0y=ug,
(dfrelP)xﬁy%x@y:x;
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P=)zoz=12—y=1 = 2<20y,
P=")z<z, 2<y = z<z0y;

Plz—oy=1= (z0a) = (y©Oa) =1,
PHer<y=—20a<y0Oa;
P--)z—=y=1l,a—=b=1 = (z@a) > (yoOb) =1,
P-Nz<y,a<b =20a<y0db;

(Pleg) (z0y) w2z =1 (z0y) 2 y=1,

(Pleq’) z 0y < a,y.

Remarks 3.32 We have the following connections:
(i) (EqrelR) = ((EqP) < (EqP’)); (EqP) + (EqP’) = (EqrelR);
(ii) (EqP) = ((dfrelR) < (dfrelP)); (dfrelR) + (dfrelP) = (EqP).

We prove now the following two Galois dual Lemmas 3.33 and 3.34.

Lemma 3.33 Let A= (A,—,0,1) (A= (A,<,—,0,1)) be an algebra (a structure) with (P) (i.e. (Re),
(Tr) and (P) hold).
If the property (*) also holds, then A is an algebra (a structure) with (RP).

Proof. If x ® y < z, then, it follows by (*), that y — (x ® y) < y — 2 and since we also have, by (PP),
that x <y — (zOy), we get <y — z, by (Tr). Conversely, if z < y — z then, by (P), x®y < z. Thus,
(RP) holds. 0

Lemma 3.34 (See the Galois dual Lemma 3.33)

Let A = (A,0,—,1) (A= (4,<,0,—,1)) be an X-algebra (X-structure) with (R) (i.e. properties
(Re), (Tr) and (R) hold).
If the property (P-) also holds, then A is an X-algebra (X-structure) with (PR).

Proof. If x ®y < z, then, by (R), x < y — 2. Conversely, if x < y — z, it follows, by (P-), that
Oy < (y — z) ©y and since we also have, by (RR), that (y — 2) ®y < z, we get, by (Tr), that Oy < z.
Thus, (PR) holds. O

A Dbasic result is the following lemma.

Lemma 3.35 Let A = (A, —,®,1) be an algebra (A= (A,<,—,0,1) be a structure) or, Galois dually,
let A= (A,©,—,1) be an X-algebra (A = (A, <,®,—,1) be an X-structure) such that the reduct (A, —,1)
(A, <,—,1)) is an algebra (structure) verifying the properties (Re) and (Tr) (i.e. < is a pre-order).

If the property (RP)=(PR) holds, then the properties (P), (R), (PP), (RR), (*), (P-) also hold.

Proof.

(Re)
(P): Since x @y < x @y, then, by (RP), we obtain that x <y — (z®y),le. 20y e{z |z <y — z}.
If2e{z|a<y—z} ie z<y— 2, then, by (RP), z ®@y < 2. Thus, min{z | x < y — z} exists and
equals @ y, i.e. (P) holds.

Re

(R): Sincey — z (S) y — z, then, by (RP), we obtain that (y — 2)0y < z,ie. y = z € {a | 20y < z}.
Ifo e{z|zoy <z}, ie 2’ Oy <z, then, by (RP), 2’ <y — z. Thus, max{z | x © y < z} exists and
equals y — z, i.e. (R) holds.

(PP): by Remark 3.29.

(RR): by Remark 3.31.

(*): By (RR), (z = 2) ® 2 < z and since z < y, it follows that (z — z) ® z < y, by (Tr); hence,
z = x < z— vy, by (RP), i.e. property (*) holds.

(P-): By (PP), y < z — (y ® z) and since z < y, it follows that x < z — (y ® z), by (Tr); hence,
x®z<yOz by (RP), i.e. property (P-) holds. O

e The basic general equivalences
Now the following three theorems follow immediately:
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Theorem 3.36 Let A= (A,—,0,1) (A= (A,<,—,0,1)) be an algebra (structure) verifying (Re), (Tr).
Then
(P) + (x) = (RP).
Proof. =—: by Lemma 3.33.
<=: by Lemma 3.35, (P) and (*) hold. ]

Galois dually we have:

Theorem 3.37 Let A= (A,0,—,1) (A= (A,<,0,—,1)) be an X-algebra (X-structure) verifying (Re),
(Tr). Then
(R) + (P-) & (PR).
Proof. =—: by Lemma 3.34.
<=: by Lemma 3.35, (R) and (P-) hold. 0

The connection between the Galois dual algebras “algebra with (RP)” and “X-algebra with (PR)” is
the following:

Theorem 3.38
1) Let A = (A, —,®,1) be an algebra (or, equivalently, let A = (A, <,—,®,1) be a structure) with
(RP). Define

a( )L (4,0,5,1) (L@ <o 51).

Then, a(A) is an X-algebra (X-structure, respectively) with (PR).
1’) Conversely, let A = (A, ®,—,1) be an X-algebra (or, equivalently, let A = (A, <,®,—,1) be an
X-structure) with (PR). Define

BA) L (A,—,0,1) (BA) L (A <,—,0,1).

Then, B(A) is an algebra (structure, respectively) with (RP).
2) The above defined mappings are mutually inverse.

Proof. Obviously. a
By Theorems 3.36, 3.37 and 3.38, we obtain the announced basic equivalences, presented in next Figure

2. Note that these equivalences remain valid also for the particular cases of regular algebras (structures)
and of quasi-algebras (quasi-structures).

o

JEN

P

Algebra with (P) < Algebra with (RP) § X-algebra with (PR) < X-algebra with (R)
+ (%) +(P-)

Figure 2: The basic general equivalences

Note that any algebra with (P) (or with (RP)) and any X-algebra with (R) (or with (PR)) that verify
the property (M) is a regular algebra (X-algebra).

3.4.2 Commutative residoids and (regular-) monoids

Recall the following definitions.
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Definitions 3.39
(1) An algebra (A, —, 1) (astructure (4, <, —, 1)) is a commutative (or abelian) residoid if the following
properties hold ([14], Definition 1.4.7): for all z,y,z € A,
M1-oz=uz
(BB) (y - 2) — [(= = @) > (y = o)] = 1.
(2) An algebra (A, ®,1) of type (2,0) is a commutative (or abelian) monoid if the following properties
hold: for all z,y,z € A,
(Pcomm) z0y=y0Ou,
(Passoc) (zQy)©z=20 (y© 2),
(P1-1) zol=10z=z: (P-1)z0l=zand (P1-) 10z ==.

Note that any commutative residoid is a regular algebra (structure) (i.e. property (M) holds), while
the commutative monoid is not.
We then introduce the following new definition.

Definition 3.40 An algebra A = (A4, —,®,1) or an X-algebra A = (4,®,—, 1) (a structure A = (4, <
,—,®,1) or an X-structure A = (A, <,®, —, 1) respectively) is a commutative (or abelian) reqular-monoid
if the reduct (A, —,1) ((4, <,—, 1)) is a regular algebra (structure) and the reduct (A, ®, 1) is a commu-
tative monoid.

Remark 3.41 Given a commutative regular-monoid, say (A,—,®,1), then the reduct (A4,®,1) is a
commutative monoid. Conversely, given a commutative monoid A = (A, ®, 1), there can exist none, one
or more commutative regular-monoids whose reduct (A, ®, 1) coincides with A.

e Let us introduce the following new properties:
(PEx) for all z,y,z € A, (zQy) = z=2— (y — 2);

(PBB) for all z,y,z€ A, [(z = y)O(y—2)]—(x = 2)=1,
(PBB’) for all z,y,z € A, (x = y) © (y = 2) <z — z;

(PB) for all z,y,z € A, [(y = 2) © (x = y)] = (z — 2) =1,
(PB’) forall z,y,z € A, (y = 2) O (z = y) <x — 2

(PD) forall z,y € A, [y © (y = x)] = z =1,
(PD) forall z,y € A, y® (y — z) < .

The following three Propositions 3.42, 3.43, 3.44 present some connections.

Proposition 3.42 Let A = (A,—,©,1) be an algebra (equivalently, A = (A, <,—,®,1) be a structure)
or, Galois dually, let A= (A,®,—,1) be an X-algebra (A= (A, <,®,—,1) be an X-structure) such that
the reduct (A, —,1) (A, <,—,1)) is an algebra (structure) verifying the properties (Re) and (Tr) (i.e. <
is a pre-order). The following hold:

(BP1) (PEx) = ((PB) & (B));

(BP2) (PEx) = ((PBB) < (BB));

(BP3) (PEx) = ((PD) & (D));

(BP4) (Pcomm) = ((PB) < (PBB));

(BP5) (Pcomm) = ((PD) < (RR));

(BP6) (PEz) + (Re) => (PP);

(BP7) (PEx) + (Pcomm) = (Ex);

(BPS8) (P-) + (Pcomm) + (Tr) = (P- -);

(BPY) (EqP) = ((L) < (P-1))

Proof.
(BP1): [([y—=2)0(x—y)]—=>(x—=2)=1
(B), by (PEx).

(FEY (y—2)=[(z—y) = (x> 2)]=1,ie (PB) &
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(BP2): [y = 2)0(z—=a))—=(y—a)=1 (P(gw) (y—=2)=[(z—=z)—> (y—2))=1,ie (PBB) &

(BB), by (PEx).
BP3): [yo(y—z)»ax=1 y— [(y ;x) %) z] =1, ie. (PD) & (D), by (PEx).

BP4): [y = 2)0(x—-y]—=(z—2)=1"& "[z=y)o0y—2)]—=(—2)=1ie (PB) &
(PBB), by (Pcomm).
(Pcomm)

(BP5): [yo(y—2)—2z=1" & [(y—2) Oyl = 2z=1,ie (PD)< (RR), by (Pcomm).

(BP6): = [y—= (zo0y))=1 (FEY (x ®y) = (z ®y) =1, which is true by (Re).
)

(sz)

(BP7): z — (y — 2) (rE") (xOy) — 2 (Peggm) (yo)—z (P

(BP8): x§y(P:_QxGaSyG)aandagb(P:_Qa@yﬁb@y; by (Pcomm), t0a<y®a<ydb,

hence, by (Tr),  ® a <y ® b; thus, (P- -) holds.
BPY): z o1 =V Dy 1 By O

y — (z — 2), i.e. (Ex) holds.

Proposition 3.43 Under the hypothesis from Proposition 3.42, the following hold:
(BPR1) (PR) + (K) + (Re) + (L) = (Pleg);
(BPR1’) (PR) + (Pcomm) + (K) = (Pleq);
(BPR2) (PR) + (Re) + (Ex) + (An) = (PEx);
(BPR3) (PEx) = (RP);
(BPRJ) (PR) = (B) < (PB);
(BPR5) (PR) = (BB) < (PBB);
(BPR6) (PR) = (D) & (PD);
(BPR7) (PR) + (M) + (Re) = (P1-1);
(BPR8) (PR) + (pi) + (Re) + (An) = (G);
(BPR9) (PR) + (Re) + (An) + (Eq#) = (Pcomm);
(BPR9’) (PR) + (Pcomm) = (Eq#);
(BPRY”) (PR) + (Re) + (An) = ((Eq#) < (Pcomm)).

Proof.
(BPR1): z 0y <z PECRS <y — x, which is true by (K).

(1;%) (Re)

rOy<y x <y—y =1, which is true by (L).

(BPR1): 20y <z (5:1;) x <y — x, which is true by (K).
(Pcomm) (PR)
rOYy<y < Yyorsy <
(BPR2): Firstly, by (A28), (Ex) = (##); then a < (z 0O y) — 2 # . @y < a — zand
a§x—>(y—>z)(t¢)m§a—>(y—>z) (g)xgy%(a%z)(g)nyga%z;hence
(r®y) = z=2— (y = 2), by (Re) and (An), i.e. (PEx) holds.
(BPR3): fz 0oy < z,ie. (x®y) - z =1, then, by (PEx), z = (y = 2) =1, ie. z <y — z.
Conversely, if x <y — 2, i.e. = (y — z) = 1, then, by (PEx), (x ®y) = 2=1, i.e. 2 @y < 2. Thus,
(PR) holds.

(BPR4): (y = 2)0(x—y) <z —=z
BPR5): (x%y)@(y%z)gxﬁz(z;

y < x — y, which is true by (K).

(1;1;3)
)

y—=z<(x—=vy) = (z—2).

(
(BR)
(BPR6): yoO (y = x) <z & y<(y =)=
(BPR7): By Lemma 3.35, (PR) = (P); by (A00), (M) = (N); by (Re), z < z. Hence, we obtain:
x@l(i)min{z\:rglﬁz} (A:/[)min{z|x§z}:xand 1oz =min{z |1 <z — z} (g)min{zu:

z—z}=min{z |z <z} ==z
(BPR8): By (B2), (pi) + (Re) = (L).
rOr<zx (@) r<zx—=x (Be) 1, which is true by (L).
z < z ® z; indeed, by Lemma 3.35, (PR) = (P) and (P) = (PP); by (PP), 2z = [y —» (z ©Qy)] = 1;
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hence x — (z ® x) (p=i)96—>[56—>($®$)]:1~

Since z @z < z and x < x © x, then © ® x = x, by (An), i.e. (G) holds.

(BPR9): 20y <a (& r<y—a (Eé#) y<z—a (}2;) y©z < a; then, by (Re) and (An), we obtain
(Pcomm).
(1;:1;) (Pcomm) (15:1;)

(BPR9): x <y — 2z rOy<z & "yozr<z y < x — z; thus, (Eq#) holds.
(BPRY”): By (BPRY) and (BPRY"). 0

PR
-~

Proposition 3.44 Under the hypothesis from Proposition 3.42, the following hold:
(BG1) (G) + (P-) = (P=);
(BG2) (G) + (P-) + (Pcomm) + (Pleq) + (An) = (EqP);
(BG3) (EqP) => ((Re) < (G));
(BG4) (pi) + (Pleq) + (PEz) + (Re) + (An) = (G);
(BG5) (pimpl-1) + (Pleq) + (PEx) + (Re) + (M) + (An) = (G);
(BG6) (impl) + (Pleq) + (PEx) + (Re) + (M) + (**) + (An) = (G).

Proof.
(BGl): z<zand z <y imply z©® 2z < x @y, by (P--); hence z <z ® y, by (G). Thus (P=) holds.
(BG2): If x < y, then by (P-), z ® 2 < y ® x, hence z < z ® y, by (G) and (Pcomm); we also have
that x ® y < x, by (Pleq); then, by (An), x @y = x. Conversely, if x ® y = x, then x < y, since z Oy < y,
by (Pleq).
(BG3): Obviously.
(BG4): (a) x ® x < x. Indeed, this holds by (Pleq).
(b) x <z ®x. Indeed, H "otaken (rox)—y FE) & (x = y) ® y; take now y = x @ x in H; we
obtain: 1 & (zoOz) = (x0z) =z — (rOx), hence (b) holds.
Finally, (a) + (b) + (An) imply z ® = z, i.e. (G) holds.
(BG5): (a) x @ x < x. Indeed, this holds by (Pleq).

= (pimpl—1)
b)z<zoa. Indeed,(a:@a:)—>z(P£)a:—>(x—>z) < (x—)x)—>(x—>z)(

x — z, hence (x ®x) = z < & — z, which for z =z © z, gives:

1 B (zox)=(20z)<z—= (zOx),ie z<z®uz by (M); thus (b) holds.

Finally, (a) + (b) + (An) imply 2 © = z, i.e. (G) holds.
(BG6): (a) x ® z < x. Indeed, this holds by (Pleq).

Ig)l—>(x—>z)(1\:4)

(impl)

(b) z < & ® z. Indeed, by (A0), (Re) = (S) and since [x — (z ©® )] = =" =, then, by (S’), we
obtain: [z — (z ® z)] = = < z; then, by (**’), we obtain:
H™@o 25 @on)]<(zo@on)] o) oo @) s @or)

and since H =" (zoz) = (z0) (&) ,

it follows that 1 <z — (z©x), ie. 1 = [ = (x ®x)] = 1, hence x — (x ® z) = 1, by (M). Thus, (b)
holds.
Finally, (a) + (b) + (An) imply z ® z = z, i.e. (G) holds. O

We can prove now the following two Galois dual Propositions 3.45 and 3.47 and their corollaries.

Proposition 3.45 (See [?], [?])

Let A= (A,—,0,1) (A= (A,<,—,0,1)) be an algebra (structure) with (RP) (i.e. (Re), (Tr) and
(RP) hold), verifying the properties (An) and (Ex).
Then, the reduct (A,®,1) is an abelian monoid verifying (M) and (PEz) (i.e. A is in fact an abelian
reqular-monoid verifying (PEz)).

Proof. Firstly, by (A5), (Re) + (Ex) + (An) = (M), hence (4, —,1) ((4, <,—,1)) is a regular algebra
(structure).

By (A28), (Ex) = (Eq#).

(Pcomm): By (BPR9), (PR)=(RP) + (Re) + (An) + (Eq#) = (Pcomm).
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(g) )

(Passoc): (z0y)©z<a m@yﬁz—)a(g

(Eé#)ygx%(z%a) (g)ygz%(x%a) and
O (y©2) ga(g)wg (y@z)%a(#g)yG)zgx%a(g
Thus, (O y) ®z=206 (y© z), by (Re) and (An).

(P1-1): Firstly, by (A5), (Re) + (Ex) + (An) imply (M). Then,
(BP) (

r<y—(z—a)

)y§2—>(x—>a).

r01<a g r<1l—=a <A:/[>)a:§a. Thus, x © 1 =z, by (Re) and (An).
1®m§a(g) 1 §x—>a(g)x§a. Thus, 1 ® 2 = z, by (Re) and (An).
Consequently, (A4, ®, 1) is an abelian monoid. Hence, (4, —,®,1) ((4, <,—,®, 1) is an abelian regular-

monoid.
Finally, by (BPR2), (PR) + (Re) + (Ex) + (An) = (PEx). O

Corollary 3.46 Let A = (A,—,0,1) (A = (A,<,—,0,1)) be an algebra (structure) with (RP) (i.e.
(Re), (Tr) and (RP) hold), such that the reduct (A, —,1) ((A,<,—,1)) is an abelian residoid (i.e. (M),
(BB) hold), verifying also (An) (i.e. < is an order).

Then, the reduct (A, ®,1) is an abelian monoid (i.e. A is in fact an abelian regular-monoid).

Proof. By (A217), (M) + (BB) + (An) imply (Ex). Then apply the above Proposition 3.45. O

Galois dually, we have:

Proposition 3.47

Let A= (A,0,—,1) (A= (A,<,0,—,1)) be an X-algebra (X-structure) with (PR) (i.e. (Re), (Tr),
(RP)=(PR) hold), such that the reduct (A, ®,1) is an abelian monoid.
Then, the properties (M), (PEx), (PBB) hold (hence A is in fact an abelian regular-monoid).

Proof. Note firstly that (R), (RR) and (P-) also hold, by Lemma 3.35.

M):l—z=2x LIy max{y |yol<z} ==z (5 max{y | y <z} = z, which is true, by (Re). Thus,
(M) holds and hence (A, —,1) ((A,<,—,1)) is a regular algebra (structure). Consequently, A is in fact

an abelian regular-monoid.

(PEx): (z0vy) 5P max{u | u® (z O y) < z}
(RP) (R)
=" max{u|uozr<y—z} =2 (y— 2).

(Passoc) max{u | (u®x) Oy < z}

(PBB’): ¢ — gy ® max{u | uG®z < y}, y = 2 ® max{v | v ®y < z}. Hence, we get that
(r—=y)ozx<yand (y = 2) ©y < z, by (RR).
Then, by (P-), [(z = y)0z]©O(y = 2) <yO (y = 2) < z.
Hence, by (Tr) and (Passoc), [(y — 2) ® (z > y)] @z < 2.
Then, by (RP), (y > 2) 0 (z —y) <z —z,ie (z =>y) O (y— 2) <z — 2z by (Pcomm). O

Corollary 3.48 Let A = (A,0,—,1) (A = (A, <,0,—,1)) be an X-algebra (X-structure) with (PR)
(i.e. (Re), (Tr) and (PR) hold), such that the reduct (A,®,1) is an abelian monoid.

Then, the reduct (A,—,1) ((A,<,—,1) is an abelian residoid (i.e. (M) and (BB) hold), verifying (Ex),
(B), (D) (hence, in fact, A is an abelian regular-monoid).

Proof. By Proposition 3.47, the properties (M), (PEx) and (PBB) hold. Since (M) holds, then A is an
abelian regular-monoid.

By (BP2), (PEx) = ((PBB) < (BB)), hence (BB) holds. Thus, the reduct (4,—,1) ((4,<,—,1))
is an abelian residoid.

By (BP7), (PEx) 4+ (Pcomm) = (Ex), hence (Ex) holds.

By (BP4), (Pcomm) = ((PB) < (PBB)), hence (PB) holds; by (BP1), (PEx) = ((PB) < (B)),
hence (B) holds.

By Lemma 3.35, (RR) holds; by (BP5), (Pcomm) = ((PD) < (RR)), hence (PD) holds too; finally,
by (BP3), (PEx) = ((PD) < (D)), hence (D) holds. 0
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e The equivalence between some regular algebras with (RP) and some regular X-algebras
with (PR)

The announced equivalence is given in the next Theorem 3.49.

Theorem 3.49 (See Theorem 3.38)

(1) Let A = (A,—,®,1) be an algebra (or A = (A, <,—,®,1) be a structure) with (RP) (i.e. (Re),
(Tr) and (RP) hold), verifying also the property (An) and such that the reduct (A,—,1) (A, <,—,1)) is
an abelian residoid (i.e. (M) and (BB) hold). Define

(AL (4,0,+,1) ()L (4,<0,-,1)).
Then, a(A) is an X-algebra (X-structure) with (PR) (i.e. (Re), (Tr), (PR)=(RP) hold) that is an abelian

reqular-monoid.

(1°) Conversely, let A = (A,®,—,1) be an X-algebra (or A = (A, <,©,—,1)) be an X-structure)
with (PR) (i.e. (Re), (Tr) and (PR) hold) that is an abelian regular-monoid verifying the property (An).
Define

df. df.
BA) = (4,—,0,1) (B(A) = (4,<,—,0,1)).
Then, B(A) is an algebra (structure) with (RP) (i.e. (Re), (Tr) and (RP) hold), such that the reduct
(A,—,1) (A, <,—,1)) is an abelian residoid verifying (Ex), (B), (D).
(2) The above defined mappings are mutually inverse.

Proof.
(1): By Corollary 3.46.
(1"): By Corollary 3.48.
(2): Obviously. ]

Note that < in Theorem 3.49 is an order relation and that the algebras and the X-algebras involved
are regular ones.

3.4.3 Regular-meet-semilattices from regular algebras with product
We then obtain the following two Galois dual Theorems 3.50 and 3.52:

Theorem 3.50 Let A = (A,—,0,1) (A = (A, <,—,0,1)) be an algebra (structure) with (PR) (i.e.
(Re), (Tr) and (RP) hold), verifying also the properties (An), (Ex), (K) and (G).

Define A & .

Then, (A, A, —,1) (A, A, <,—,1) is a regular-A-semilattice with top element 1.

Proof. Firstly, by (A5), (Re) + (Ex) + (An) = (M), hence the reduct (4,—,1) ((4,<,—,1)) is a
regular algebra (structure).

Since (An), (Ex) hold, then, by Proposition 3.45, (A,®,1) is an abelian monoid, i.e. properties
(Pcomm), (Passoc), (P1-1) hold. Then,
- by (BPRY’), (RP) + (Pcomm) + (K) = (Pleq);
- by Lemma 3.35, the property (P-) holds;
- by (BG2), (P-) + (G) + (Pcomm) + (Pleq) + (An) = (EqP); thus, by the above definition of A, it
follows that (EqW) holds.

Note that: (Wid)=(G), (Wcomm)=(Pcomm), (Wassoc)=(Passoc), (W1-1)= (P1-1), hence the prop-
erties (Wid), (Wcomm), (Wassoc), (W1-1) hold too. O

Corollary 3.51 Let A = (A,—,0,1) (A = (A,<,—,0,1)) be an algebra (structure) with (RP) (i.e.
(Re), (Tr) and (RP) hold), such that the reduct (A, —,1) is an abelian residoid (i.e. (M), (BB) hold) and
the properties (An), (L) and (G) hold.

Define A & o.

Then, (A,—, A\, 1) ((A, <, =, A, 1) is a regular-A-semilattice with top element 1.
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Proof. By (A21”7), (M) + (BB) + (An) = (Ex) and by (A9”), (M) + (L) + (BB) = (K). Since (An),
(Ex), (K), (G) hold, now apply Theorem 3.50. O

Theorem 3.52 Let A= (A,0,—,1) (A= (4,<,0,—,1)) be an X-algebra (X-structure) with (PR) (i.e.
(Re), (Tr) and (PR) hold), such that the reduct (A,®,1) is an abelian monoid (i.e. (Pcomm,), (Passoc),
(P1-1) hold) and the properties (An), (K) and (G) hold.

Define N & .
Then, (A, A, —,1) (A, A, <,—,1)) is a regular-A-semilattice with top element 1.

Proof. Firstly, by Theorem 3.47, the property (M) holds, hence the reduct (4,—,1) ((4,<,—,1)) is a
regular algebra (structure). Consequently, A is an abelian regular-monoid. Then,
- by Lemma 3.35, the property (P-) holds;
- by (BPR1’), (RP) + (Pcomm) + (K) = (Pleq);
- by (BG2), (P-) + (G) + (Pcomm) + (Pleq) + (An) = (EqP), hence (EqP) holds; by the above
definition of A, (EqW)= (EqP), hence (EqW) holds.

Since A % ©®, then note that: (Wid)= (G), (Wcomm)= (Pcomm), (Wassoc)= (Passoc), (W1-1)
(P1-1); hence, the properties (Wid), (Wcomm), (Wassoc), (W1-1) hold.

ol

3.5 Commutative regular algebras (structures) with product

In the commutative regular algebras (structures) (i.e. (M) holds) having product, we can define a new
operation, the join V, by (dfV); then, by (BdfV1), (dfV) + (comm) = (Vcomm), hence (Vcomm) holds.
In certain conditions, we can obtain a regular-V-semilattice with top element (see Theorem 3.25).

Open problem 3.53 It is an open problem to find conditions (if they exist) in which, by defining A E o,
or otherwise, we can obtain a regular-N\-semilattice with top element from a commutative regular algebra
with product.

e Let us introduce now the following new properties:
(Pdis1) (P-distributivity-1) (zVy) ©@z=(z ©2) V (y ® 2);
(Pdisl-p) (Pdisl-partial-1) [(z ©® 2) V(y @ 2)] = [(x Vy) © 2] = 1,
(Pdisl-p’) (Pdisl-partial-1’) (z ©2) V (y ©2) < (z Vy) © 2;
(Pdisl-pp) (Pdisl-partial-2) [(z Vy) ©® 2] = [(z ©2) V (y © 2)] =1,
(Pdis1-pp’) (Pdisl-partial-2’) (zVy)© 2 < (z®2)V (y © 2);

(Pdis2) (P-distributivity-2) (z @ y)Vz=(zV2) ® (yV 2);
(Pdis2-p) (Pdis2-partial-1) [(z ©y) V2] = [(zV 2) © (y V 2)] =1,
(Pdis2-p’) (Pdis2-partial-1’) (x @ y)Vz < (zV2) O (yV 2);
(Pdis2-pp) (Pdis2-partial-2) [(x V2) ® (yV 2)] = [(x ©y) V 2] =1,
(Pdis2-pp’) (Pdis2-partial-2’) (zVz)® (yVz) < (x©y)V z;

(Pabsl) (P-absorption-1) 2 ® (z Vy) = z,
(Pabs2) (P-absorption-2) z V (z © y) = z.

Then we have:

Proposition 3.54 (See the above similar Proposition 3.16)

Let A = (A,V,—,®,1) be an algebra of type (2,2,2,0) (or, equivalently, A = (A, <,V,—,®,1) be a
structure) or, Galois dually, let A = (A,®,—,V, 1) be an algebra of type (2,2,2,0) (or A= (A,<,0,—
,V, 1) be a structure) such that the reduct (A, —,1) (A, <,—,1)) is an algebra (structure) verifying the
properties (Re) and (Tr) (i.e. < is a pre-order).

Then, the following hold:
(BVP1) (Pdisi-p) + (Pdisl-pp) + (An) = (Pdisl1);
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(BVP1’) (Vgeq) + (V=) + (P-) = (Pdisi-p); (Pleq) + (P=) + (V- -) + (V=) = (Pdisi-p);
(BVP1”) (RP) + (Vgeq) + (V=) = (Pdisl-pp);

(BVP2) (Pdis2-p) + (Pdis2-pp) + (An) = (Pdis2);
(BVP2’) (Pleq) + (P=) + (V-) = (Pdis2-p); (Vgeq) + (V=) + (P- -) + (P=) = (Pdis2-p);
(BVP2”) (Pdis1) + (Pleq) + (Pcomm) + (Vcomm) + (Vassoc) + (V-) + (V=) = (Pdis2-pp);

(BVP3) (Vgeq) + (EqP) = (Pabsl);
(BVP4) (Pleq) + (EqV) + (Vecomm) = (Pabs2).

Proof.

(BVP1): Obviously.

(BVP1’): First proof: z,y < xVy, by (Vgeq); then, z ® 2z, y © z < (x Vy) ® z, by (P-), hence
(x@2)V(yoz)<(xVy) Oz, by (V=); thus, (Pdisl-p) holds.

Second proof: On the one hand, we have z®z < r and y©z < y, by (Pleq); then, (z®2)V(y®z)
by (V- -). On the other hand, we have x ©® z < z and y ® z < z, by (Pleq); then, (JZ ©2)V(ye=z)
(V=). Consequently, (x @ 2)V (y® z) < (zVy)© z, by (P=); thus, (Pdis1-p) holds.

(BVP1”): Denote Z notgtion (x®2)V(y®z2);then x ©® 2,y ©® 2z < Z, by (Vgeq’); then, © < z — Z and
y <z — Z, by (RP); then, x Vy < z — Z, by (V=), hence (z Vy) ®z < Z, by (RP), i.e. (Pdisl-pp)
holds.

(BVP2): Obviously.

(BVP2’): First proof: z @y < z, y, by (Pleq); then, (x ®y)Vz < xVz, yVz by (V-), hence
(x@y)Vz<(zVz)O(yVz), by (P=); thus, (Pdis2-p) holds.

Second proof: On the one hand, we have: z < zVzand y < yVz, by (Vgeq); then, z0y < (zVz)o(yVz),
by (P- -). On the other hand, we have z < 2V z and z <y V z, by (Vgeq); then, z < (zV 2) ©® (y V 2), by
(P=). Consequently, zOy)Vz < (zVz)O(yV2),by (V=); thus7 (Pdis2-p) holds.

(BVP2”): Denote Z notgtion (xV2z)©®(yV z); then
2 @o (v ) v e (v 2)
yVz)ox)V(lyVz)oe:z)

)V
)V

zVy,

<
<z, by

(Pco:Tnm) ((

(Pgsl)((ny) Vo) V(yoz)V(zez2)

Y (o) V(o) V)V (20 2)
(Vcomm)
= [zox)V(yo2)V(zo02)]V(yor).
But z0z<z,y02<z2 20z2<z by (Pleq);
hence, (z0z)V(y©2) V(20 z2) < z, by (V=);
hence, Z < zV (y ® x) (Pwmm)z(vcomm (x ®y)V z, by (V-); thus (Pdis2-pp) holds.
(Vgeq) (EqP’)
(BVP3): 2 < zVy & 206 (zVy)=ax;thus (Pabsl) holds.

(Pleq)
(BVP4): 20y < = AR (r@y)Va = x, hence zV (r®y) = x, by (Vcomm); thus, (Pabs2) holds. O

Remark that the two Propositions 3.16 and 3.54 are quite identique, if ©® = A, and are only similar, if
©® # A (see Proposition 3.79 for such a case).

Open problem 3.55 It is an open problem to find conditions (if they exist) in which, by defining N 4 o,
or otherwise, we can obtain a Dedekind regular-lattice (with last element 1) from a commutative regular
algebra with product.

Note that, for commutative (regular) BCK(P) algebras, there exists in the literature a positive answer
to this open problem (see Theorem 3.79 in the sequel).
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3.6 Positive implicative regular algebras (structures) with product

In this subsection, we study the regular algebras (structures) having product and being positive implicative.
We have obtained the following two Galois dual Theorems 3.56 and 3.57.

Theorem 3.56 Let A = (A,—,0,1) (A = (A, <,—,0,1)) be an algebra (structure) with (RP) (i.e.
(Re), (Tr) and (RP)=(PR) hold), verifying also the properties (An), (M) and (pimpl).

Define N & .

Then, (A, A, —,1) (AN, <,—,1) is a reqular-A-semilattice with top element 1.

Proof. Note that since (M) holds

By (B1), (pimpl) + (Re) = (L.

By (B4), (pimpl) + (Re) + (L) = (K).
By (B11), (pimpl) + (Re) + (M) + (An) = (Ex).

By (A0), (Re) = (S) and by (S), (pimpl) = (pimpl-1).

Now,

by (BPR1), (RP) + (K) + (Re) + (L) = (Pleq):

- by (BPR2), (RP) 4+ (Re) + (Ex) + (An) = (PEx);

- by (BG5), (pimpl-1) + (Pleq) + (PEx) + (Re) + (M) + (An) = (G).

Since (An), (Ex), (K), (G) hold, now apply Theorem 3.50. ]

, (A, —, 1) is a regular algebra.

Re
Re

Theorem 3.57 Let A= (A,0,—,1) (A= (4,<,0,—,1)) be an X-algebra (X-structure) with (RP) (i.e.
(Re), (TR) and (PR)=(RP) hold), such that the reduct (A, ®,1) is an abelian monoid (i.e. (Pcomm),
(Passoc), (P1-1) hold) and the properties (An) and (pimpl) (or (pi)) also hold.

Define N & .
Then, (A, A, —,1) is a reqular-A-semilattice with 1.

Proof. By Proposition 3.47, the properties (M), (PEx), (PBB) hold. Since (M) holds, it follows that
A is a regular X-algebra.
By Corollary 3.48, the reduct (A, —,1) is an abelian residoid (i.e. (M), (BB) hold) verifying (Ex), (B),
(D). By (B35), (Re) + (M) + (Ex) + (B) + (An) = ((pimpl) < (pi)).
Now, by (B1), (pimpl) + (Re) => (L); by (A8), (Re) + (L) + (Ex) = (K).
By (BPRY’), (RP) + (Pcomm) + (K) = (Pleq).
By (A0), (Re) = (S); (pimpl) + (5) = (pimpl-1).
By (BG5), (pimpl-1) + (Pleq) + (PEx) + (Re) + (M) + (An) = (G).
Since (An), (K), (G) hold, now apply Theorem 3.52. O

3.7 Implicative regular algebras (structures) with product

In this subsection, we shall study the regular algebras (structures) having product and being implicative.
We have obtained the following two Galois dual Theorems 3.58 and 3.59.

Theorem 3.58 Let A = (A,—,0,1) (A = (A,<,—,0,1)) be an algebra (structure) with (RP) (i.e.
(Re), (Tr) and (RP) hold), such that the reduct (A,—,1) is an abelian residoid (i.e. (M), (BB) hold)
verifying (An) and (impl).

Define z Vy (@) (x = y) =y and A LGS
Then, (A,V,—, A1) ((A,<,V,—=,A, 1)) is a distributive Dedekind regular-V A-lattice with last element 1.

Proof. We must prove that (M); (EqW), (Wid), (Wcomm), (Wassoc), (W1-1); (EqV), (Vid), (Vcomm),
(Vassoc), (V1-1); (Wabsl), (Wabs2); (Wdisl), (Wdis2) hold.
(M) holds; hence, A is a regular algebra. We must prove the rest. Indeed, we have:
- by (A217), (M) + (BB) + (An) = (Ex);
- by (A10”), (Ex) + (BB) = (B);
- by (BIM3), (impl) + (Ex) + (B) + (An) = (comm);
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- by (BIM5’), (impl) + (M) = (L);
- by (A8), (Re) + (L) + (Ex) = (K).
Then, by Theorem 3.25, since (comm), (Re), (M), (K), (Ex) hold, then (4,V,—,1) ((4,<,V,—,1)) is a
regular-V-semilattice with 1, i.e. (M), (EqV), (Vid), (Vcomm), (Vassoc) (V1-1) hold Then by Theorem
3.6, (V-), (V--), (Vgeq), (V=) also hold.

By (BPR1), (PR) + (K) + (Re) + (L) = (Pleq);
- by (BPR2), (PR) + (Re) + (Ex) + (An) = (PEx);
by (A15), (M) + (BB) = (**);
- by (BG6), (impl) + (Pleq) + (PEx) + (Re) + M) + (**) + (An) = (G).
Since (M), (BB), (An), (L) and (G) hold, then, by Corollary 3.51, (4,—,A,1) ((A,<,—,A1)) is a
regular-A-semilattice with top element 1, i.e. (M), (EqW) = (EqP), (Wid)=(G), (Wco rn)E(Pcomm)7
(Wassoc)=(Passoc), (W1-1)=(P1-1) hold. Then, by Theorem 3.12, (W-)=(P-), (W--)=(P--), (Wleq)=(Pleq),
(W=)= (P=) also hold.

Resuming, (A,V,—,A, 1) ((4, <, V,—, A, 1)) is both a regular-V-semilattice and a regular-A-semilattice
with last element 1.

Now, by (BVP3), (Vgeq) + (EqP) = (Pabsl) and by (BVP4), (Pleq) + (EqV) 4+ (Vcomm) =
(Pabs2); hence, (Wabsl) and (Wabs2) hold. Thus, A is a Dedekind regular-VA-lattice with 1.

Finally, we prove the distributivity:
By (BVPL), (Vgeq) + (V=) + (P-) = (Pdisl-p);
by (BVP1”), (RP) + (Vgeq) + (V=) = (Pdisl-pp);
then, by (BVP1), (Pdisl-p) + (Pdisl-pp) + (An) = (Pdisl); thus (Wdis1) holds.
By (BVP2'), (Pleq) + (P=) + (V-) = (Pdis2-p);
by (BVP2”), (Pdisl) + (Pleq) + (Pcomm) + (Vcomm) + (Vassoc) + (V-) + (V=) = (Pdis2-pp);
then, by (BVP2), (Pdis2-p) + (Pdis2-pp) + (An) = (Pdis2), i.e. (Wdis2) also holds. O

Theorem 3.59 Let A= (A,0,—,1) (A= (4,<,0,—,1) be an X-algebra (X-structure) with (RP) (i.e.
(Re), (Tr), (RP)=(PR) hold), such that the reduct (A, ®, 1) is an abelian monoid (i.e. (Pcomm), (Passoc),
(P1-1) hold) and also the properties (K), (An) and (impl) hold.

Define A Lo and « Vy AR (r = y) —y.

Then A= (AN, —,V,1) (A= (A, <A, —,V,1) ) is a distributive Dedekind regular-AV-lattice with 1.

Proof. We must prove that (M); (EqW), (Wid), (Wcomm), (Wassoc), (W1-1); (EqV), (Vid), (Vcomm),
(Vassoc), (V1-1); (Wabsl), (Wabs2); (Wdisl), (Wdis2) hold.

By Proposition 3.47, the properties (M), (PEx) hold. Since (M) holds, then (A, —,1) is a regular
algebra, hence A is an abelian regular-monoid.

By Corollary 3.48, the properties (BB), (Ex), (B) hold.
By (BPRY’), (PR) + (Pcomm) + (K) = (Pleq); by (A15’), (M) + (BB) = (**); by (BG6), (impl) +
(Pleq) + (PEx) + (Re) + (M) + (**) + (An) = (G).
Since (A, ®,1) is an abelian monoid and the properties (K), (An) and (G) hold, then, by Theorem 3.52,
(A, A, —, 1) is a regular-A-semilattice with 1, i.e. (M), (EqW) = (EqP), (Wid)=(G), (Wcomm)=(Pcomm),
(Wassoc)=(Passoc), (W1-1)=(P1-1) hold. Then, by Theorem 3.12, (W-)=(P-), (Wleq)=(Pleq), (W=)=
(P=) also hold.

By (BIM3), (impl) + (Ex) + (B) + (An) = (comm).
Since (comm), (Re), (M), (K), (Ex) hold, then, by Theorem 3.25, (A4,—,V, 1) is a regular-V-semilattice
with 1, i.e. (M), (EqV), (Vid), (Vcomm), (Vassoc), (V1-1) hold. Then, by Theorem 3.6, (V-), (Vgeq),
(V=) also hold.

The rest of the proof is the same as the proof of Theorem 3.58. a

3.8 Hierarchies of regular algebras

The regular algebras (structures) and their particular cases: the positive implicative ones, the commuta-
tive ones, the implicative ones, on the one hand, and the regular algebras (structures) with product, the
commutative regular algebras (structures) with product, the positive implicative regular algebras (struc-
tures) with product and the implicative regular algebras (structures) with product, on the other hand,
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are connected by the hierarchies presented in Figure 3 (where the word “regular” is ommited by lack of
space).

Algebras

Algebras

mplicative algebras

Implicative algebras
with (P)

Figure 3: Hierarchies of regular algebras

3.9 Other examples of regular algebras
3.9.1 Positive implicative, commutative, implicative BCK algebras. Hilbert algebras

We recall here definitions and results concerning the positive implicative, commutative, implicative BCK
algebras and the Hilbert algebras, results obtained by applying the above theory of regular algebras.

e Positive implicative, commutative, implicative BCK algebras

Definition 3.60 An algebra (A, —,1) (a structure (A, <,—, 1)) is a BCK algebra, if it verifies the axioms
[17) (BB), (D), (Re), (L), (An) or, equivalently [15], (B), (C), (), (An).
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Recall that BCK algebras are regular algebras and verify all the properties in List A.
See more about BCK algebras in the books [23], [14].

Definitions 3.61 [18] Let A = (A, —, 1) be a BCK algebra. We say that A is
- positive implicative, if property (pimpl) is satisfied;

- commulative, if property (comm) is satisfied;

- implicative, if property (impl) is satisfied.

Theorem 3.62 ([18/, Theorem 8)
A BCK algebra is positive implicative if and only if the property (pi) holds (or, in a BCK algebra the
properties (pimpl) and (pi) are equivalent).

Proof. By (B35), (Re) + M) + (Ex) + (B) + (An) = ((pimpl) < (pi)). O

Following ([18], Remark 1), commutative BCK algebras were introduced by S. Tanaka [27]; moreover,
H. Yutani proved that [28]: the class of commutative BCK algebras is a variety and found the following
short equivalent system of axioms [29]: (comm), (M), (Re), (Ex).

Remark 3.63 By (B12), (comm) + (M) = (An); consequently, a commutative BCK algebra can be
defined equivalently as an algebra (A, —, 1) verifying the axioms: (comm), (M), (B), (C), (K).

Theorem 3.64 ([18], Theorem 9)
In a commutative BCK algebra, the properties (pi) and (impl) are equivalent.

Proof. Indeed, by (BIM2’), (comm) + (L) + (K) + (M) = ((pi) < (impl)). O

Theorem 3.65 ([18], Theorem 10)
Any implicative BCK algebra is commutative and positive implicative.

Proof. Indeed, by (BIM3), (impl) + (Ex) + (B) + (An) = (comm). By (BIM1), (impl) = (pi), and
by Theorem 3.62, (pi) and (pimpl) are equivalent. a

We add now the following results.
Theorem 3.66 Any commutative and positive implicative BCK algebra is implicative.

Proof. By Theorem 3.62, a BCK algebra is positive implicative if and only if the property (pi) holds.
Then, by (BIM2), (comm) + (pi) + (L) + (K) + (M) = (impl). O

Corollary 3.67 In a BCK algebra we have:
(impl) < ((comm) + (pi) (& (pimpl)))
Proof. By Theorems 3.65 and 3.66. g
e Hilbert algebras
Definition 3.68 [5] A Hilbert algebra is an algebra (A, —, 1) of type (2,0) satisfying: for all z,y,z € A,
(K) x—(y—ax)=1,
(pimpl-1) [z — (y = 2)] = [(z = y) = (z = 2)] =1,

(An) roy=l=y—ax = xz=y.

Theorem 3.69 ([1}], Remarks 2.1.32 (1))

Hilbert algebras are categorically equivalent to positive implicative BCK algebras.
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Proof.

=: Let A = (A4, —, 1) be a Hilbert algebra, i.e. properties (K), (pimpl-1), (An) hold. We must prove
that A is a positive implicative BCK algebra, i.e. (B), (C), (K), (An), (pimpl) hold. It remains to prove
that (B), (C), (pimpl) hold.

Indeed, by (A2), (K) + (An) = (N); by (A7), (N) + (K) = (L); by (B19), (pimpl-1) + (K) +
); by (B21), (pimpl-1) + (L) + (N) = (Tr); by (B22),

(N) = (Re); by (B27), (pimpl-1) + (N) => (8

(pimpl-1) + (K) 4 (Tr) = (B); thus (B) holds. Then, by (B28), ($) + (K) + (Tr) = (#); by (A31),
(Re) + (#) = (D); by (A25), (D) + (K) + (N) 4+ (An) = (M), hence A is a regular algebra; by (A29’),
Egg ;lr gé) = (BB); by (A21), (BB) + (D) + (N) + (An) = (Ex); by (A3’), (Re) + (Ex) = (C); thus

Finally, by (A15), (N) + (BB) = (**); by (B13), (Re) + (L) + (Ex) + (**) = (pimpl-2); by (B0),
(pimpl-1) + (pimpl-2) + (An) = (pimpl); thus (pimpl) holds too.

<=: Let A= (A,—,1) be a positive implicative BCK algebra, i.e. (B), (C), (K), (An), (pimpl) hold.
We must prove that A is a Hilbert algebra, i.e. (K), (An), (pimpl-1) hold. It remains to prove (pimpl-1).

Indeed, by (A23), (C) + (K) + (An) = (Re) and by (A0), (Re) implies (S); then (pimpl) + (S) =
(pimpl-1). O

Note that by (the proof of) above theorem, Hilbert algebras are regular algebras.
Corollary 3.70 Any commutative Hilbert algebra is implicative.

Proof. By above Theorem 3.69 and by Theorem 3.66. a

Denote by RM, RML, BCI, BCK, Hilbert the classes of RM algebras, of RML algebras, of BCI alge-
bras, of BCK algebras and of Hilbert algebras, respectively. We have then [15] the hierarchy from Figure 4.

Hilbert

Figure 4: Hierarchy of RM algebras

¢ Regular-join-semilattices from commutative BCK algebras

Theorem 3.71 Let A= (A,—,1) (A= (A,<,—,1)) be a commutative BCK algebra.

Define x\/ydfzv (x = y)—=y.

Then, (A,V,—,1) is a reqular-V-semilattice with last element 1.

Proof. By Theorem 3.25. a

3.9.2 BCK algebras (structures) with product
We rediscover here old results by applying the above theory of regular algebras.
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Definitions 3.72 (See Definitions 1.5.8, 1.5.10 from [14])

(i) A BCK algebra (structure) with (P) - or a BCK(P) algebra (structure) for short - is an algebra
A= (A,—,0,1) (astructure A = (A, <,—,®, 1)) with (P) (by Definition 3.27 (i)) such that the reduct
(4,—,1) ((4,<,—,1)) is a BCK algebra (structure).

(ii) A BCK algebra (structure) with (RP) - or a BCK(RP) algebra (structure) for short - is an algebra
A=(A,—,0,1) (astructure A = (A, <, —,®, 1)) with (RP) (by Definition 3.27 (ii)) such that the reduct
(A,—,1) ((4,<,—,1)) is a BCK algebra (structure).

Galois dually, we have the following definitions.

Definitions 3.73 (See Definitions 1.5.19, 1.5.20 from [14])

(i) An X-BCK algebra (structure) with (R) - or an X-BCK(R) algebra (structure) for short - is an X-
algebra A = (A,®, —,1) (an X-structure A = (4, <,®, —,1)) with (R) (by Definition 3.30 (i)), verifying
(An), (L), (P-) and such that the reduct (A, ®, 1) is an abelian monoid.

(ii) An X-BCK algebra (structure) with (RP) - or an X-BCK(PR) algebra (structure) for short - is
an X-algebra A = (4,®,—,1) (an X-structure A = (4, <,®,—,1)) with (PR) (by Definition 3.30 (ii)),
verifying (An), (L) and such that the reduct (A, ®, 1) is an abelian monoid.

Note that an X-BCK(R) algebra is in fact what usually is called a pocrim (partially-ordered commutative
residuated integral monoid).
We reobtain the following three Theorems 3.74, 3.75, 3.76 from [14]:

Theorem 3.74 (See Theorem 1.5.13 from [14])
The BCK(P) algebras (structures) coincide with the BCK(RP) algebras (structures).

Proof. Any BCK algebra (structure) verifies (*). Then apply Theorem 3.36. a

Galois dually we have:

Theorem 3.75 (See Theorem 1.5.23 from [14])
The X-BCK(R) algebras (structures) (i.e. the pocrims) coincide with the X-BCK(PR) algebras (struc-
tures).

Proof. Any X-BCK(R) algebra (structure) verifies (P-). Then apply Theorem 3.37. O

The next theorem expresses the Galois duality between BCK(RP) and X-BCK(PR) algebras (struc-
tures).

Theorem 3.76 (See Theorem 1.5.29 from [14])
(1) Let A= (A, —,®,1) be a BCK(RP) algebra (or A= (A, <,—,0,1) be « BCK(RP) structure).
Define
df. df.
alAd) = (4,0,—,1) (a(A) = (4,<,0,—,1)).
Then, a(A) is an X-BCK(PR) algebra (structure).
(1’) Conversely, let A = (A,®,—,1) be an X-BCK(PR) algebra (or A = (A, <,©,—,1)) be an X-
BCK(PR) structure).
Define
df. df.
B(A) = (A7 -0, 1) (6(-’4) = (Av <0, 1))
Then, S(A) is a BCK(RP) algebra (structure).
(2) The above defined mappings are mutually inverse.

Proof. By Theorem 3.49. O
We denote by BCK(P), BCK(RP), X-BCK(R), X-BCK(PR) the classes of BCK(P) algebras

(structures), BCK(RP) algebras (structures), X-BCK(R) algebras (structures) and X-BCK(PR) algebras
(structures, respectively).
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By above Theorems 3.74, 3.75 and 3.76, we obtain in next Figure 5 the following known basic equiva-
lences for BCK algebras with product (see the Figure 1.2 from [14]) as a particular case of the equivalences
from the above Figure 2:

«
BCK(P) < BCK(RP) § X-BCK(PR) <= X-BCK(R) (pocrims)

Figure 5: The basic equivalences for BCK algebras with product

Finally, we have the following two Galois dual Propositions 3.77 and 3.78:

Proposition 3.77
Let A= (A, —,0,1) (A=(A,<,—,0,1)) be a BCK(RP) algebra (structure).
Then, A is an abelian regular-monoid verifying (PEz).

Proof. By Proposition 3.45. a

Proposition 3.78
Let A=(A,0,—,1) (A=(A,<,0,—,1)) be an X-BCK(PR) algebra (structure).
Then, the properties (M), (PEx), (PBB) hold (hence A is in fact an abelian regular-monoid).

Proof. By Proposition 3.47. a

3.9.3 Commutative BCK algebras with product

Recall the following old result which answers to the open problem 3.55 in the case of commutative BCK(P)
algebras.

Theorem 3.79 (See Corollary 2.1.23 from [14]) Let A = (A, —,®, 1) be a commutative BCK(P) algebra
(or A= (A, <,—,0,1) be a commutative BCK(P) structure).
Then, we have:

(1) (A, <) is a lattice (i.e. A is a Dedekind regular-VA lattice), where for any z,y € A,
xVy=(x—y) =y, ie Vis given by (dfV);
zhy= ([t = (oylViy—= (oY) = (z0y).

(2) (x = y)V(y = x) =1, for any x,y € A.

3.9.4 Positive implicative BCK algebras with product
We obtained the following two Galois dual Theorems 3.80 and 3.81.

Theorem 3.80 Let A = (A,—,0,1) (A= (A,<,—,0,1)) be a BCK(P) algebra (structure) verifying
(pimpl) (hence a positive implicative BCK(P) algebra = Hilbert (P) algebra = Hertz algebra).

Define N & .

Then, (A,—, A, 1) (A, <,—,A, 1)) is a regular-A-semilattice with top element 1.

Proof. By Theorems 3.74 and 3.56. a

Theorem 3.81 Let A = (4,0,—,1) (A= (A,<,0,—,1)) be an X-BCK(PR) algebra (structure) veri-
Jying (pimpl) (or (pi)).

Define A & .

Then, (A, A, —,1) (A, <,A,—, 1)) is a regular-N-semilattice with 1.

Proof. By Theorem 3.57 or by Theorems 3.76, 3.74, 3.80. a
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3.9.5 Implicative BCK algebras with product
We have the following two Galois dual Theorems 3.82 and 3.83:

Theorem 3.82 Let A = (A,—,0,1) (A = (A,<,—,0,1)) be a BCK(P) algebra (structure) verifying
(impl).

Define x V' y AR (x = y) =y and A 6.

Then, (A,V,—, A1) ((A,<,V,—,A, 1)) is a distributive Dedekind regular-V A-lattice with last element 1.

Proof. By Theorems 3.74 and 3.58. a

Theorem 3.83 Let A= (4,0,—,1) (A= (A,<,0,—,1) be an X-BCK(PR) algebra (structure) verify-
ing (impl).

Define N & ®andxzVy (@Y) (z—=y) —vy.

Then A= (A, N, —,V,1) (A= (4, <,A,—,V,1) ) is a distributive Dedekind regular-AV-lattice with 1.

Proof. By Theorem 3.59 or by Theorems 3.76, 3.74, 3.82. a

Remark that the Dedekind regular-VA-lattices and the Dedekind regular-AV-lattices are Galois dual.

3.9.6 Hierarchies between different classes of BCK algebras

Following the hierarchies from Figure 3, the BCK algebras (structures) and their particular cases: the
positive implicative ones (i.e. the Hilbert algebras (structures)), the commutative ones, the implicative
ones, on the one hand, and the BCK(P) algebras (structures), the commutative BCK(P) algebras (struc-
tures), the positive implicative BCK(P) algebras (structures) (i.e. the Hilbert(P) algebras (structures) or
the Hertz algebras) and the implicative BCK(P) algebras (structures), on the other hand, are connected
by the hierarchies presented in next Figure 6.

3.10 The duality: left-algebras versus right-algebras

The (regular) algebras studied or recalled until now in Part I and Part II have essentially an associated
order, or pre-order, relation (denoted by <). The presence of the relation < implies the presence of the
duality. Thus, each (regular) algebra has a dual algebra, where the dual order, or pre-order, relation
(denoted by >) acts: for each z,y,

x>y ifandonlyif y<uw.

Recall that we have given names to the algebras of the pair of dual algebras: left-algebras and right-
algebras (see [?], [?], [?], ([14], Definition 1.4.14)).

Hence, the “left” and the “right” notions are dual; they are connected with the left-continuity of a
t-norm and with the right-continuity of a t-conorm, respectively. We can also say that they are con-
nected with the “negative (left)” cone and with the “positive (right) cone”, respectively, of a commutative
partially-ordered, or lattice-ordered, group.

Hence, the logic of truth, where the truth is denoted by 1, the implication is denoted by — (or —F%)
and the tautologies are those formulas that are always true, can be called a left-logic, while, dually, the
logic of false, where the false is denoted by 0, the implication is denoted by —% and the tautologies are
those formulas that are always false, can be called a right-logic.

Thus, in the “left-world”, starting with the implication — (that can be denoted by ra’) (residuum)
and 1 € AF | we can have an associated product ®, verifying the proprieties (P), (RP); we can also have
the associated operations V¥ and A” and we can obtain a Dedekind regular-VZAl-lattice, where AL = @.
Galois dually, starting with the product ®, we can have an associated implication — (residuum), verifying
(R), (PR)=(RP); we can also have the associated operations AL and VI and we can obtain a Dedekind
regular-AL Vv -lattice, where AL = ©.
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(e with 1)
BCK(P)

mplicative BCK

Implicative BCK(P)
(lattice with 1)

Figure 6: Hierarchies of classes of BCK algebras
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We can have a BCK algebra (A%, —% 1) (recalled “left-BCK algebra”), a left-BCK(P) algebra, a left-
BCK(RP) algebra and all the rest. In a (regular) left-algebra, we can define the —-deductive systems and
the filters.

Dually, in the “right-world”, starting with the implication —% (coresiduum) and 0 € A, we can have
an associated sum @, verifying the proprieties (S), (corRS), where: for all z,y, z,
(S) there exists max{z |z >y =F 2} =z D y;
(coRS) x @y > 2z <= x>y —F 2
we can also have the associated operations A® and V and we can obtain a Dedekind regular-AfvR-lattice,
where VI = @.
Galois dually, starting with the sum @, we can have an associated implication — (coresiduum), verifying
(coR), (ScoR)=(corRS), where: for all z,y, z,
(coR) min{x |z @y > 2} =y =L 2z
(ScoR) z >y =R 2= ax Dy > 2
we can also have the associated operations VF and A® and we can obtain a Dedekind regular-vVEAR-lattice,
where VI = @.
We can have a “right-BCK algebra” (AT, =% 0), a right-BCK(S) algebra, a right-BCK(coRS) algebra
and all the rest. In a (regular) right-algebra, we can define the —*-deductive systems and the ideals.

7

A resuming table of “left” - “right-” notions mentioned in this subsection is the following;:

“Left-" notion | “Right-” notion

IN

>

the implication (coresiduum) —
(first element) 0

the sum &

condition (S)

for all 2,y € AR, there exists
max{z |z >y =z} =ady
condition (coRS)

for all z,y,z € AR,
x@yZz@)ny—)Rz
condition (coR)

for all y, z € A%, there exists
min{r |rQy >z} =y —=Fz
condition (ScoR)

for all z,y,z € AR,

>y =sfre=any>2
VE (= @), AE

the implication (residuum) — (or —F) R

(last element) 1

the product ®

condition (P)

for all z,y € A", there exists
min{z|z<y—z}=20y
condition (RP)

for all z,y,2 € A",
TOQYlz<=z<y—=2
condition (R)

for all y, z € A¥, there exists
max{z |z Qy<z}=y—>=z
condition (PR)

for all z,y,2 € A",
r<y—z S rz0y<z

AN (=), VE

Dedekind (regular-) VEAT-lattice

Dedekind (regular-) ARvE-lattice

or Dedekind (regular-) ALVI-lattice

or Dedekind (regular-) VEAT-lattice

left-BCK algebra (A%, —, 1)

right-BCK algebra (A%, =% 0)

left-BCK(P), left-BCK(RP)

right-BCK(S), right-BCK(coRS)

(—)-deductive system
filter

(—T)-deductive system
ideal

Remarks 3.84 Since, in the “left-world”, we can have either a Dedekind (regular-) VEAL-lattice or,
Galois dually, a Dedekind (regular-) ALVvE-lattice, and since the operation AL is connected to the product
® (we can have AY = ®), hence to the implication (residuum) — and 1, then, by convention, we shall
write the two operations AL, VI of a “left” Dedekind (regular-) lattice in this order: AL VE (i.e. AL on
the first place); hence, we shall say, for example: “let (AL, AL, VL 1) be a (left-) Dedekind lattice with 17.
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Since, dually, in the “right-world”, we can have either a Dedekind (regular-) Afv%-lattice or, Galois
dually, a Dedekind (regular-) VEAf-lattice, and since the operation V is connected to the sum @ (we
can have VI = @), hence to the implication (coresiduum) —% and 0, then, by convention, we shall write
the two operations AT, V& of a “right” Dedekind (regular-) lattice in this order: V¥ A% (i.e. VT on the
first place); hence, we shall say, for example: “let (AT, VE AR 0) be a (right-) Dedekind lattice with 07.

Note that, usually, both AL, VI and A%, VE are denoted the same, by A, V, and that A” can coincide
with AT, In this case, we shall say, for example: “let (A, A,V, 1) be a (left-) Dedekind lattice with 1”7 and,
dually, “let (A, V,A,0) be a (right-) Dedekind lattice with 0”.

These remarks remain valid for quasi-algebras.

The theory of regular algebras (structures) will be continued with the bounded ones and with the
study of the negation, in Part III.

4 Introduction to
a theory of quasi-algebras - Part 11

4.1 The List qB of particular quasi-properties

We present here the resuming List qB of particular quasi-properties then will appear in the sequel. As
for the List qA of basic quasi-properties, the List qB has three parts: Part I contains the proper quasi-
properties corresponding to the properties from the Part I of List B; Part II contains the properties from
List B that are not changed in quasi-algebras; Part III contains special quasi-properties ( quasi-properties
that are identiqually satisfied if (M) holds).

List qB, Part 1

(q-impl) (quasi-implicative) (z — y) > x =1 — x;
(a-pi) (1=a) = @2y =1-(z=y)

(aM(V)) 1 = (zVy) =z Vy;
(M(©) 1 = (z0y) =r0y;
(aM(A) 1= (zAy) =z Ay;

(qVid) (g-idempotency of V) zVz =1 — 1;

(qEqV)z my=1lozVy=1-—>y,
(OlEqV)m<y<:>a;\/y_1_>y7
(qdfrelV)x<y@x\/y_l_>y’
@=)r=z=lysz=1= @V >{1>7)=1
(V=) <z, y<z = aVy<1l—z

(aG )(quasi Godel) Oz =1— a3
(@Pl-Dzol=10r=1-w (qP-)z0l=1-2 (Pl) 1oz =1
(BqP)z s y=1o10y=1—z,
(qEqP’)IL‘<y<:>x®y_l_>x
(qdfrelP)x<y@x®y_1_>x
(P=)zow=1z2oy=1= (122> (r0y) =1,
(P=)z<z, 2<y=1—=2<z0uy;

(qWid) (g-idempotency of A) x Az =1 — x;

(@WI-l) zAl=1Az=1—a (W-1)zAl=1—2x, (qWIl-) 1Az =1— x;
((EgW) 2 <y zAy=1— z,

((EgW) z s y=1axAy=1—>ux,
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df.
(qdfrelW) z <y Sz Ay=1—x;

(W=)z—oz=1z2—-y=1=1—-2) - (zAy) =1,
(W=") z<z, 2<y = 1= z2<zAy;

(qPabsl) (qP-absorption-1) z ® (x Vy) =1 — =z,
(qPabs2) (qP-absorption-2) z V (x ©y) =1 — x;

(qWabs1) (qW-absorption-1) z A (z
(qWabs2) (qW-absorption-2) z V (z

y)=1—zx,

V
ANy)=1—x;

((EqVW) zVy=1—-y&sSaxAy=1—z.

List qB, Part 2

Eplmpl))7 ((plmpl 1)) (pimpl-2),(8) ;

(Vee), (dfV), (Vcomm), (Vassoc), (V1-1): (V-1) and (V1-); (V-), (V--), (Vgeq), (VV), (VVV);
(P), (dfP), (PP), (R), (RR), (RP)=(PR), (Pcomm), (Passoc), (P-), (P- -), (Pleq);
(PEx), (PB), (PBB), (PD);
(Wcomm), (Wassoc), (W-), (W- -), (Wleq);
(Pdisl), (Pdisl-p), (Pdisl-pp), (Pdis2), (Pdis2-p), (Pdis2-pp);
(Wdisl), (Wdisl-p), (Wdisl-pp), (Wdis2), (Wdis2-p), (Wdis2-pp).

List qB, Part 3

(@VI) zvy=(1—2z)V(l = vy),
(qVI) zVy=(1—z) Vy,
(qVI2) zVy =2V (1 = y);

(@PT) 20y =(1—=2)0 (1 —y);
(PI)zoy=(1—2)0y;
(PI2) 20y =20 (1 — y);

(@WI) z2Ay=(1—=2)A (1 —y),
(qWIl) 2 Ay = (1 = x) Ay,
(@WI2) z Ay =ax A (1 —=y).

4.2 Quasi-ordered algebras.
Dedekind quasi-join-semilattices.
Dedekind quasi-meet-semilattices.
Dedekind quasi-lattices

4.2.1 Quasi-ordered algebras

Recall from [16] that quasi-ordered algebras are in fact proper quasi-algebras that are quasi-ordered, i.e.
the quasi-properties (qM), (11-1), (Re), (qAn), (Tr) hold.

4.2.2 Dedekind quasi-join-semilattices

Let us introduce the following new definitions.

Definitions 4.1 (See Definitions 3.2 in the regular case)
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Let A= (A,V,—,1) be an algebra of type (2,2,0) (or A= (A,V,<,—,1) be a structure) such that:
- the reduct (A, —,1) ((4,<,—,1)) is a quasi-algebra (quasi-structure) (i.e. properties (qM) and (11-1)
hold) and
- the operations —, 1 (the relation <) and V are connected by (qM(V)) and (qEqV) ((qEqV’), respectively),
where for all z,y € A:
(aM(V)) 1= (zVy) =zVy;
(dEqV) z—-y=1< zVvy=1—y,
(dEqV’) z2<y & zVy=1—>y.
In these conditions:

(1) We say that A is a Dedekind quasi-V-semilattice (Dedekind quasi-join-semilattice), if V verifies the
properties (qVid), (Vcomm), (Vassoc), where: for all z € A,
(qVid) zve =1 — .

(1’) We say that A is a Dedekind quasi-V-semilattice with last (top) element 1, if V verifies the properties
(qVid), (Veomm), (Vassoc), (V1-1).

Note that if (M) holds, then any Dedekind quasi-join-semilattice is a Dedekind regular-join-semilattice.

e Let us introduce the new quasi-properties:
(qdfrelV) z < ygix\/y: 1—y;

(V=)z—z2z=1y—>z=1 = (zVy — (1= 2) =1,
(@V=")z <z, y<z =azVy<l-—z,
and the special quasi-properties:
(qVI) zvy=(1—-2)Vv (1l —y),
(qVIl) zVy = (1 = z) Vy,
(@VI2) zVy=2V (1l —y).

Remarks 4.2 (Sec Remarks 3.4 in the regular case)

We have the following connections:
(i) (EqrelR) = ((qEqV) < (aEqV)); (aEqV) + (qEqV’) = (EqrelR);
(ii) (qEqV) = ((dfrelR) < (qdfrelV)); (dfrelR) + (qdfrelV) = (qEqV).

We present some other connections in the next two Propositions 4.3 and 4.4.

Proposition 4.3 Let (A,V,—,1) or (A,—,V,1) be an algebra of type (2,2,0) (or, equivalently, by
(EgrelR) and (dfrelR), let (A, <,V,—,1) or (A,<,—,V,1) be a structure). Then, we have (with an
independent numbering):

(¢BBV1) (Vecomm) + (qVI1) = (qVI2),

(¢BBV1’) (Vecomm) + (qVI2) = (qV11),

(¢BBV1”) (Veomm) = ((qVI1) < (qVI2));

(¢BBV?2) (Vecomm) + (qVI1) = (qVI),

(¢BBV2’) (Veomm) + (qVI2) = (qVI);

(¢BBV3) (qVid) + (Vecomm) + (Vassoc) + (¢gM(V)) = (qVI);

(¢BBV4) (qVI) + (¢M) = (qVI1), (qVI2).

Proof.
(@BBV1): 2V (1 = y) (Veomm) 1—-y Ve (@) yVvVa (Veamm) o v y; thus, (qVI2) holds.
(@BBVY): 1 —2x)Vy (Vegmm) yV(1l—x) (@ yVvVao (Vegmm) o v y; thus, (qVI1) holds.

(@BBV1”): By (qBBV1) and (qBBVI").

(GBBV2): (1 =)V (1 =) “EVav oy
(qVI) holds.
(qBBV2’): Obviously.

(Veomm) ( " (¢VI1) YV (Veomm)

1—y)V = ' xVy; thus,
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(Va;soc) (chnm) (Va;soc)

(gBBV3): (1= 2)V(1 —y) (alee) (zvz)V(yVy) xV(zVy)Vy
(xVy)V(xVy) (@od)y (zVy) (@M 1y y; thus, (qVI) holds.

@BBV4): 15 2)vy L' a5 0oa)vd=y) YPasavi oy
holds.
(gM)

Vlon Y asavisaoa Y ausnyvaoy

zV(yV(zVy))

) @Dy v y; thus, (qVI1)

) @D V y; thus, (qVI2) holds. O
Proposition 4.4 (See Proposition 3.5 in the regular case)

Let (A,V,—,1) be an algebra of type (2,2,0) (or, equivalently, by (EqrelR) and (dfrelR), let (A,V, <
,—, 1) be a structure).
Then, we have (following the numbering from Proposition 3.5):

(qBV1) (qEqV) = ((qVid) < (Re)),

(¢BV1’) (qEqV) = ((V-1) + (11-1) & (L));

(¢BV2) (qEqV) + (Veomm) = (qAn);

(¢BV3) (qEqV) + (Vassoc) + (qVI) = (Tr);

(¢BV4) (q¢EqV) + (Veomm) + (Vassoc) + (qVid) + (¢M(V)) + (q¢VI1) = (Vgeq),

(¢BV4’) (qEqV) + (Vassoc) + (qVid) + (¢gM(V)) + (Vgeq) = (qVI1),

(¢BV4”) (¢EqV) + (Vcomm) + (Vassoc) + (qVid) + (¢M(V)) = ((qVI1) < (Vgeq));

(¢BV5) (qEqV) + (Veomm) + (Vassoc) + (qVid) + (¢M(V)) + (qVI) = (V-);

(¢BV7) (qVid) + (V- -) = (¢V=).

Proof. .
(qBV1): Ve (@id) g, L) oy (B
(BV1): zv1 =V D WY Dy

(BV2): If e <yandy < z,ie. zVy=1—=>yandyVae =1 — z, by (¢qEqV’), then 1 — z =

yVvVa (Veornm) v y =1 — y; thus (qAn) holds.
(@BV3): faxa<yandy<zie zVy=1—yandyVz=1— z by (qEqV), then:

xv,z(qil) l=2)vVl—=2)=1—-2)V(yVz)
“E 1S a) v 1=y v (L 2)
(Vassod 11 S a)v (1 = )] v (1 = 2)

(qu)(xvy)v(lﬁz):(l—)g»\/(l%z)

(¢VI) . .
="yVz=1-—=z
hence, by (qEqV), z < z; thus, (Tr) holds.

(qBV4): zV (zVy) (Vassoe) (xvz)Vy @z (
by (qEqV).

(Vecomm)
yV(zVy) yV(yVe)
by (qEqV). Thus, (Vgeq) holds.

(@BV4): (1 - z)Vy (aVid) (xVzx)Vy (Vassod) 4 v (xVy =1— (zVy) (@) 4y Yy, since
(Vgeq)
r < :c\/y(qgv)x\/(az\/y) =1—(zVy.

y T g G

1—=x)V xVy), e xz<axVy,

(Vassoc) (avid) (@Y1, g (Veomm

(yVy)Va 1=y Ve )x\/y,i.e. y<axVy,

(qBV4”): By (¢qBV4) and (¢BV4’).
(qBV5): If z <y, ie. zVy =1—y, by (qEqV), then (xVz)V(yVz
(gM(V))

xV(zVz)Vy (@it V(1 — z)Vy (Vegmm) (Vy )Vl = 2)=1—-y)V01 = 2)=yVz " ="1—= (yVz);
hence, by (qEqV), 2V z <y V z; thus, (V-) holds.
(qV'id)

(qBVT): Let < z and y < z; then, by (V--),zVy<zVz ="1—= z; thus (qV=) holds. O

(Vecomm) (Vassoc)
)= =

xVz)V(zVy)

Then we have:

Theorem 4.5 (See Theorem 3.6 in the regular case)
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Let A= (A,V,—,1) (A= (A,V,<,—,1)) be a Dedekind quasi-V-semilattice with last (top) element 1
(i.e. properties (¢M), (11-1), (¢M(V)), (¢EqV), (qVid), (Vcomm), (Vassoc), (V1-1) hold).
Then, the following properties hold: (Re), (L), (Tr), (¢An), (V-), (V- -), (¢V=), (Vgeq).

Proof. Firstly, by (¢qBBV3), (qVid) + (Vcomm) + (Vassoc) + (qM(V)) = (qVI); then, by (qBBV4),
(@VI) + (qM) = (qVI1).

(Re): By (qBV1), (qEqV) = ((qVid) < (Re)); thus, (Re) holds.

(L): By (¢BVY’), (qEqV) = ((V-1) + (11-1) & (L)); thus, (L) holds.

(Tr): By (qBV3), (q¢EqV) + (Vassoc) + (qVI) = (Tr); thus, (Tr) holds.

(qAn): By (qBV2), (¢EqV) + (Vcomm) = (qAn); thus, (qAn) holds.
) 1(§V_): By (qBV5), (¢EqV) + (Vcomm) + (Vassoc) + (qVid) + (qM(V)) + (qVI) = (V-); thus, (V-)

(V--): By (BV6), (V-) + (Vcomm) + (Tr) = (V- -); thus (V- -) holds.

(@V=): By (¢qBV7), (V- -) + (qVid) = (qV=); thus, (qV=) holds.

(Vgeq): By (qBV4), (qEqV) + (Vcomm) + (Vassoc) + (qVid) + (qM(V)) + (qVI1) = (Vgeq); thus,
(Vgeq) holds. 0

Examples 4.6 Starting from the poset with 1 A = (4 = {a,b,1},<,1) from Examples 3.7, consider the
following quasi-ordered sets with 1: A; = (41 = {a,b,¢,1},<,1), Ay = (A2 = {a,b,¢,d, 1},<,1), where
¢ || @ and d || 1, represented by the quasi-Hasse diagrams from Figure 7.

1 1 d 1
/\ /\_ © /\
o— o—
a b c a b ¢ a b
A Al As

Figure 7: The Hasse diagram of A and the quasi-Hasse diagrams of A; , As

Since ¢ || a and d || 1, it follows that 1 =4, c=1—a=a,1 =45, c=1—a=aand 1 —, d=1—
1 =1, where the tables of the corresponding general implications —,, —4,, —>4, are the following (with
12,721 € {a,b}):

— a b c d 1
1 92
=, | b1 Zgla b c a | 1 rp 1 1 1
a 1 r 1 a 1 T12 1 1 b T 1 T 1 1
12 21 21

Ayl 101 M E Til Tl ?1 } Aol L, 111
1 [a b 1 1 a 11)2 1 d a b a 1 1
& 1 la b a 1 1

It follows that we have the following corresponding tables of V, Vi and Va:

vy ‘ a b c 1 Vo a b C d 1

a la 1 a 1 alja 1 a 1 1

A b |1 b 1 1 Ay b1 b 1 1 1

1 1 ¢ a 1 a 1 1

; i L ? L d]1 1 1 1 1

1 1 1 1 1 1

For exemples, bVod = (1 =4, b) V(1 =4, d)=bV1l=1landdVed=1—45,d=1—-1=1.

We have seen in Exemples 3.7 that there are four Dedekind regular-join-semilattices with top element
1 that can be deduced from the general (or generic) Dedekind regular-join-semilattice with 1 (A, V, =4, 1).

It follows that there are four corresponding Dedekind quasi-join-semilattices with top element 1 that
can be deduced from the general (or generic) Dedekind quasi-join-semilattice (A1, Vi, —4,,1) and that
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there are four corresponding Dedekind quasi-join-semilattices with 1 that can be deduced from the general
Dedekind quasi-join-semilattice (A, Va, —g,,1).

For examples, for (ri2,721) = (b,a), we obtain the particular implication —5 and we have seen in
Examples 3.7 that (A, —3,1) is an implicative BCK algebra and (A, V, —3,1) is a Dedekind regular-join-
semilattice with 1. It follows that both (A;, —3,1) and (As, —3,1) are quasi-BCK algebras and that both
(A1,V1,—3,1) and (A, Vo, —3,1) are Dedekind quasi-join-semilattices with 1.

Note that R(A;) = R(Az) = A and R((A1,V1,—¢,,1)) = (4,V,—=4,1) and R((A2, V2, —g,,1)) =
(A,V,—=,,1).

4.2.3 Dedekind quasi-meet-semilattices
The results from this subsubsection are dual to those from the precedent subsubsection.

Definitions 4.7 (See Definitions 3.8 in the regular case)

Let A= (A,A,—,1) be an algebra (or A = (A, A, <,—, 1) be a structure) such that:
- the reduct (A, —,1) ((4,<,—,1)) is a quasi-algebra (structure) (i.e. properties (qM) and (11-1) hold)
and
- the operations —, 1 (the quasi-relation <) and A are connected by (qM(A)) and (qEqW) ((qEqW’),
respectively), where, for all z,y € A:
(@M(A) 1= (zAy) =z Ay;
(qEqW) 2z —-y=1 & zAy=1—zx,
(dEqW’) z<y & zAy=1—z.
In these conditions:

(1) We say that A is a Dedekind quasi-A-semilattice (or Dedekind quasi-meet-semilattice) if A verifies
the properties (qWid), (Wcomm), (Wassoc), where: for all z € A,
(@Wid) s Az =1 — .

(1’) We say that A is a Dedekind quasi-A-semilattice with last (top) element 1 if A verifies the properties
(qWid), (Wcomm), (Wassoc), (qW1-1), where: for all z € A,
(@W1-1) 2 Al=1Az=1—az: ((W-1)zAl=1—=2, (qWIl-) 1Az =1— z.

Note that if (M) holds, then any Dedekind quasi-meet-semilattice is a Dedekind regular-meet-semilattice.

e Let us introduce the new quasi-properties:
(qdfrelW) xﬁy%x/\yzl—)m;

(W=)z—oz=1z2—-y=1=(1—-2) - (zAy) =1,
(W=") z<z, 2<y = 1= z2<zAy,
and the following special quasi-properties:
(@WI) z2Ay=(1—=2)A (1 —y),
(@WI) zAy=(1—2) Ay,
(@WI2) z Ay =a A (1 = y).

Remarks 4.8 (See Remarks 3.10 in the regular case)

We have the following connections:
(i) (EqrelR) = ((qdEqW) < (qEqW?)); (qEqW) + (qEqW’) = (EqrelR);
(ii) (qEqW) = ((dfrelR) < (qdfrelW)); (dfrelR) + (qdfrelW) = (qEqW).

Other connections are presented in the next three Propositions 4.9, 4.10 and 4.11.

Proposition 4.9 (See the dual Proposition 4.3)

Let (A, A\, —, 1) be an algebra of type (2,2,0) (or, equivalently, by (EqrelR) and (dfrelR), let (A, A, <
,—, 1) be a structure). Then, we have (with an independent numbering):

(¢BBW1) (Weomm) + (qWI1) = (qWI2),

(¢BBW1’) (Weomm) + (qWI2) = (¢W11),

(¢BBW1”) (Weomm) => ((¢qWI1) & (qWI2));
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(¢BBW?2) (Weomm) + (qWI1) = (¢WI),

(¢BBW?2’) (Weomm) + (qWI2) = (¢WI);

(¢BBWS3) (qWid) + (Wcomm) + (Wassoc) + (¢M(N)) = (¢WI);
(¢BBW4) (¢WI) + (4M) = (¢WI1), (qWI2).

Proof.
(@BBW1): z A (1 = y) (Weomm) (I=y)Ax (@ yAz (Weamm) o A y; thus, (QWI2) holds.
(@BBW1'): (1 —=2)Ay (e yA (1l —x) S yAx (Weemm) o y; thus, (QWI1) holds.

(@BBW1”): By (qBBW1) and (qBBWl ).

@BBW2): (15 2) A (1= 1) " 2n =) L @ sy ne Py e P gy thus,
(qWT) holds.

(@BBW2’): Obviously.

(aBBW3): (1 — ;v)/\( (@ (xAz)A(yAy) (Wassoc) A (T AY) Ay (W eomm) rA(yA(xAy)) (Wassoc)

( (aM(\)
"ZY1 5 @ Ay)

x A y; thus, (QWT) holds.
102 1=9) DA s2a0 =y

(xAy) Az Ay)
(qBBWA4): (1 = z) Ay "L
holds.
A1) EPAS)Al= 1=y

Y)
A
) (@Wn x Ay; thus, (QWI1)

D1 a)n (1 - y) "B e Ay; thus, (WI2) holds. ©

Proposition 4.10 Let (A, A\, —, 1) be an algebra of type (2,2,0) (or, equivalently, by (EqrelR) and (dfrelR),
let (A, A, <,—,1) be a structure). Then, we have (with an independent numbering):

(¢BBWW1) (K) + (qR1) + (qAn) + (¢M(N)) + (W- -) = (qWI);

(¢BBWW1’) (K) + (qR1) + (qAn) + (¢M(N)) + (W-) = (qW11);

(¢BBWW1”) (K) + (qR1) + (¢An) + (¢M(N)) + (W- -) + (Re) = (qWI2).

Proof.
K') (K")
(@BBWW1): 2 < 1 —szandy < 1 — y, hence, by (W--), 2Ay < (1 = z)A (1 = y). On the

(qR1) (qR1)
other hand,1 -2 < zand1—y < gy, hence, by (W--), (1 = z)A (1l = y) <xAy. Now, by (qAn)
and (qQM(A)), c Ay = (1 = 2) A (1 = y), i.e. (QWI) holds.
K') (gR1)
(@BBWW1): z < 1 — z, hence, by (W-), x Ay < (1 = z) Ay. On the other hand, 1 - 2 < =,

hence, by (W-), (1 = 2) Ay <z Ay. Now, by (qAn) and (qM(A)), zAy = (1 = x) Ay, i.e. (qWI1) holds.

(Re") (K")
(gBBWW1”): 2 < zandy < 1 — y, hence, by (W--), Ay <z A (1l = y). On the other
(Re") (qR1)
hand, z < zand 1 —y < vy, hence, by (W--), 2 A (1 = y) <z Ay. Now, by (qAn) and (qM(A)),
rAy=zA(l—y),ie (qWI2) holds. O

Proposition 4.11 (See Proposition 3.11 in the regular case and the dual Proposition 4.4)

Let (A, A, —, 1) be an algebra of type (2,2,0) (or, equivalently, by (EqrelR) and (dfrelR), let (A, A, <
,—, 1) be a structure). Then, we have (following the numbering from Proposition 8.11):

(aBW1) (qEqW) = ((qWid) < (Re)),

(aBWI’) (qEqW) = ((qW-1) & (L));

(¢gBW?2) (¢qEqW) + (Wcomm) = (qAn);

(¢gBW3) (¢qEqW) + (Wassoc) + (¢qWI) = (Tr);

(¢BW4) (qEqW) + (Wecomm) + (Wassoc) + (¢Wid) +(qWI1) + (¢M(N)) = (Wieg),

(¢BWS5) (qEqW) + (Wecomm) + (Wassoc) + (¢Wid) + (qWI) + (¢M(N)) = (W-);

(aBW?7) (qWid) + (W- -) = (qW=).

Proof. A
(@BW1): z Az WDy @Yy (B,
(@BWD): z a1 WEY o WY By
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(BW2): f s <yand y < z,ie. zAy=1—=>zand yAz =1 — y, by (¢qEqW’), then 1 — x =

TAY (Wegmam) y Az =1— y; thus (qAn) holds.
(@BW3): fz <yandy <z, ie. zAy=1—=2zand y Az=1—y, by (QEqW), then:

enz A S Al o) = (@AY AL 2)
WED 11 Sy A (1= )] A (L= 2)
W= (1 Sy A (1 )] AL 2)]
I=a2)ANyrz)=1—=2)"N1—vy)

="zNy=1—=ux;
hence, by (qEqW), = < z; thus, (Tr) holds.

(@BW4): (xAy) Az (Weamm) o (x ANy) (Wazsoo) (xANz)ANY (@ 1I—=2z)Ay @D 2 A Y (ahl(n)
1= (zAy),ie Ay <z, by (QEqW).

($ A y) Ay (Wa:ssoc) A (y A y) (qﬂézd) A (1 N y) (Wcomm) (1 N y) (qVLIl) YAz (Wc;mm) zAy (qJVI:(/\))
1= (zAy),ie zAy <y, by (qEqW). Thus, (Wleq) holds.

(@BW5): If z <y, ie. Ay =1 — z, by (QqEqW), then (x Az)A(yAz) (Weomm) (xA2)A(zAYy) (Wazsoo)
rA(zANZ)ANY (i) xA (1= 2)Ay (Weomm) Ay Al—=2)=1-=2)AN (1= 2) @ED 4 p o @MY
1 — (z A 2); hence, by (qEqW), 2 A z < y A z; thus, (W-) holds.

(qBWT): Let z < z and y < z; then, by (W--), 2 Ay<zAz (@ed) g z; thus (qW=) holds. O

Then we have:

Theorem 4.12 (See Theorem 3.12 in the reqular case and the dual Theorem 4.5)

Let A= (AN, —,1) (A= (A, N, <,—,1)) be a Dedekind quasi-A-semilattice with last (top) element 1
(i.e. properties (¢M), (11-1), (¢M(N)), (¢EqW), (¢Wid, (Wecomm,), (Wassoc), (¢qW1-1) hold).
Then, the following properties hold: (Re), (L), (Tr), (¢An), (W-), (W- -), (qW=), (Wieq).

Proof. Firstly, note that (qWI) and (qWI1) hold. Indeed, by (¢(BBW3), (qWid) + (Wcomm) + (Wassoc)
+ (@M(A)) = (qWI) and by (¢BBW4), (qWI) + (qM) = (qWI1).

(Re): By (¢BW1), (qEqW) = ((qWid) < (Re)); thus, (Re) holds.

(L): By (qBWL), (qEqW) = ((qW-1) & (L)); thus, (L) holds.

(Tr): By (qBW3), (qEqW) + (Wassoc) + (qWI) = (Tr); thus, (Tr) holds.

(qAn): By (¢BW2), (¢EqW) + (Wcomm) = (qAn); thus, (qAn) holds.
- () -): By (qBW5), (qEqW) + (Wcomm) + (Wassoc) + (qWid) + (qWI) + (gM(A)) = (W-); thus,

holds.

(W- -): By (BW6), (W-) + (Wcomm) + (Tr) = (W- -); thus (W- -) holds.

(qW=): By (¢BWT), (W--) 4+ (qWid) = (qW=); thus, (qW=) holds.

(Wleq): By (qBW4), (gEqW) 4+ (Wcomm) + (Wassoc) + (qWid) +(qWI1) + (qM(A)) = (Wleq);
thus, (Wleq) holds. 0

4.2.4 Dedekind quasi-lattices
By the dual Definitions 4.1 and 4.7, we introduce the following new definitions:

Definitions 4.13 (see Definition 3.13 in the regular case)

(1) Let A= (A,A,V,—,1) or A= (A,V,A,—,1) be an algebra of type (2,2,2,0)
(or A= (AN V, <, =, 1) or A= (A4,V,A, <,—,1) be a structure) such that:
- the reduct (A, A, —,1) is a Dedekind quasi-A-semilattice (with last element 1) and
- the reduct (A,V,—,1) is a Dedekind quasi-V-semilattice (with last element 1).
In these conditions, we say that A is a Dedekind quasi-lattice (with last element 1) (more precisely, a
Dedekind quasi-AV-lattice (with last element 1) or a Dedekind quasi-VA-lattice (with last element 1),
respectively, if the additional properties of absorption, (qWabsl) and (qWabs2), hold.

(2) A Dedekind quasi-lattice (with last element 1) is said to be distributive, if the distributivity prop-
erties, (Wdisl) and (Wdis2), hold.
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Hence, a Dedekind quasi-lattice (with 1) verifies the properties: (qM), (11-1), (qM(A)), (aM(V)),
(qEqW), (qEqV), (qWid), (qVid), (Wcomm), (Vcomm), (Wassoc), (Vassoc), (qWabsl), (qWabs2) ((qW1-
1) and (V1-1), respectively).

Note that if (M) holds, then any Dedekind quasi-lattice is a Dedekind regular-lattice.

e Let us introduce the new quasi-properties:
(qWabsl) (qW-absorption-1) z A (zVy) =1 — «x,
(qWabs2) (qW-absorption-2) zV (z Ay) =1 — x.

Proposition 4.14 (See Proposition 3.16 in the regular case)

Let A = (A,V,A,—,1) be an algebra of type (2,2,2,0) (or, equivalently, A = (A,V,A\,<,—,1) be a
structure) or, Galois dually, let A = (A,A,V,—,1) be an algebra of type (2,2,2,0) (or A= (A,A,V, <
,—, 1) be a structure) such that the reduct (A,—,1) ((A,<,—,1)) is an algebra (structure) verifying the
properties (Re) and (Tr) (i.e. < is a pre-order).

Then, we have (following the numbering from Proposition 3.16):

(¢BVW1) (Wdisi-p) + (Wdisl-pp) + (¢An) + (¢M(V)) + (¢M(N)) = (Wdis1);

(¢BVWI’) (Vgeq) + (qV=) + (W-) + (¢M(N\)) = (Wdisi-p);

(Wieq) + (¢qW=) + (¢WI2) + (V- -) + (¢V=) + (¢M(V)) = (Wdisl-p);

(¢qBVW2) (Wdis2-p) + (Wdis2-pp) + (¢An) + (¢M(V)) + (¢M(N)) = (Wdis2);

(¢qBVW2’) (Wleq) + (¢W=) + (V-) + (¢M(V)) = (Wdis2-p);

(Vgeq) + (¢V=) + (qVI2) + (W--) + (¢W=) + (¢M(N)) = (Wdis2-p);

(¢gBVW27) (Wdis1) + (Wieq) + (Wcomm) + (Vecomm) + (Vassoc) + (V-) + (¢V=) + (¢VI2) =
(Wdis2-pp);

(¢BVW3) (Vgeq) + (qEqW) = (qWabsl);
(¢BVW4) (Wieq) + (¢EqV) + (Vecomm) = (¢Wabs2).

Proof.
(@BVW1): Obviously.
(gBVW1Y): First proof: z,y < zVy, by (Vgeq’); then, x Az, y Az < (zV y) Az, by (W-), hence

(aV=)
(xAz)V(ynz) < 1-=[xzVy) Az (ahn) (x V y) A z; thus, (Wdisl-p) holds.

Second proof: On the one hand, we have Az < x and yAz < y, by (Wleq); then, (zA2)V(yAz) < zVy,
by (V- -). On the other hand, we have Az < z and yAz < z, by (Wleq); then, (xAz)V(yAz) <1 — z, by

(qW=)
(qV=). Consequently, zA2)V (yAz) "BV 1 S Az vyaz)] < (@Vy) Al — 2) TEP

thus, (Wdisl-p) holds.

(qBVW2): Obviously.

(@BVW2): First proof: z Ay < z, y, by (Wleq); then, (x Ay)Vz < xVz yVz by (V-), hence
(@)

(zVy)Az;

(aW=)
(xAy)V 1=[zAy)Vz] < (zVz)A(yV z); thus, (Wdis2-p) holds.
Second proof: On the one hand, we have: < 2Vzand y < yVz, by (Vgeq); then, xAy < (xVz)A(yVz),
by (W--). On the other hand, we have z < xVz and z < yVz, by (Vgeq); then, 1 — z < (xVz)A(yVz), by

(qVI2) (V=) (aM (1))
= =7

(qW=). Consequently, zAy)V z (xAy)VD = 2) < 1-=[(xzVe)A(yVz zV2)A(yV2);

thus, (Wdis2-p) holds.
(@BVW2”): Denote Z notation (x vV 2z)A(yV z); then

72 "EY @A) V(A Y 2)
W (v 2) )V ((y v 2) A2
(ynz)V(zAz)V([yA2)V(2A2)
(Vasso) (A z) V[ Az)V (YA 2)V (2 A2)]
(Vegmm) [(zAZ)V(yAz)V(zA2)]V(yAz).

(Wdis1)
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But zAz <z, yANz<z zAz<z by (Wlq);
hence, (zAz)V(yAz)V(zAz2) <1— z by (qV=);

(Wecomm),(Vcomm) (qVI2
= ( )

V=)
hence, Z7 < (1 = 2)V(yAx) 1) (x Ay) V z; thus (Wdis2-pp)

holds.
(Vgeaq) ’
(@BVW3): 2z < axVy @EZVD 2 A (rVy) =1— x; thus (qWabsl) holds.

Ay V(1 =z

(Wiea)  (qBqV)
(BVW4): zAy < 2z & (xAy)Vae=1—x hence 2V (zAy) =1 — z, by (Vcomm); thus,
(qWabs2) holds. O
Then, we can prove:

Theorem 4.15 (See Theorem 3.17 in the regular case)

Let A = (A, A, V,—,1) be a Dedekind quasi-AV-lattice with 1 or A = (A,V,\,—,1) be a Dedekind
quasi-V N-lattice with 1.
Then, the following properties hold: (Re), (L), (Tr), (¢An), (V-), (V- -), (¢V=), (Vgeq), (W-), (W- -),
(qW=), (Wieq), (Wdisl-p), (Wdis2-p).

Proof. By Theorem 4.12, (Re), (L), (Tr), (qAn), (W-), (W--), (qW=), (Wleq) hold.

By Theorem 4.5, (V-), (V- -), (qV=), (Vgeq) hold too.

By (¢BVWY), (Vgeq) + (qV=) + (W-) + (gM(A)) = (Wdisl-p), hence (Wdisl-p) holds.

By (¢BVW2’), (Wleq) + (qW=) + (V-) + (¢M(V)) = (Wdis2-p), hence (Wdis2-p) holds. ]

It is a further research to define the Ore quasi-lattice and to prove that Dedekind quasi-lattices and
Ore quasi-lattices are equivalent.

4.3 Positive implicative, commutative and quasi-implicative
quasi-algebras (quasi-structures)

Definitions 4.16 Let A be a quasi-algebra (quasi-structure). We say that A is:
- positive implicative, if the following property (pimpl) is satisfied: for all z,y, z € A,

(pimpl) z— (y—=2)=(x—=y) — (r = 2);
- commutative, if the following property (comm) is satisfied: for all z,y € A,
(comm) (z—y)—y=(y—z)—>a
- quasi-implicative or g-implicative for short, if the following property (g-impl) is satisfied: for all z,y € A,
(g—impl) (x—y)—x=1— .

e Let us introduce also the following quasi-property:
(qpi) (1 —=z)= (z—=y)=1— (z—y).

Then, we have the following connections.

Proposition 4.17 Let (A,—,1) ((A,<,—,1)) be an algebra (a structure). Then we have:
(i) (g-impl) +(M) = (impl);
(it) (¢-pi) + (M) = (pi);
(iti) (q-pi) + (M) + (ql1) = (pi);
(iti’) (pi) + (¢M) + (qI1) = (q-pi);
(iti”) (¢M) + (qI1) = ((pi) & (¢-p1)).

Proof.
(i): Obviously. (ii): Obviously.

58



(q—:pi) (gM)

(iii): * = (z — y) (1 — )= (x = vy) 1= (z—=vy) =" a— y; thus (pi) holds.
(iii"): (1 = z) = (z = ) @b, (xr —y) ®) Yy (@, (x — y); thus (q-pi) holds.
(iii”): By (iii) and (iii’). O

We present the corresponding “quasi-results” from Propositions 3.19 and 3.20 and new “quasi-results”.

Proposition 4.18 (See Proposition 3.19 in the regular case)
Let (A,—,1) ((A,<,—,1)) be an algebra (a structure). Then, we have (following the numbering from
Proposition 3.19):

(¢B0) (pimpl-1) + (pimpl-2) + (¢M) + (qAn) = (pimpl);

(4B2) (¢-pi) + (Re) + (ql1) = (L);

(¢B3) (pimpl) + (Re) +(¢M) = (pi);

(¢B3°) (pimpl) + (qR1) + (qI1) = (q-pi);

(¢B7) (pimpl) + (Re) + (¢M) = (*), (*%);

(¢B9) (pimpl) + (Re) + (¢M) —> (BB);

(¢B10) (pimpl) + (Re) + (¢M) — (C);

(¢B11) (pimpl) + (Re) + (¢M) + (¢An) = (Ex);

(¢B12) (comm) = (qAn);

(¢B14) (g¢-pi) + (Ex) + (B) + (q¢M) + (qR1) = (pimpl-1);

(¢B15) (pi) + (Re) + (Ex) + (B) + (9An) + (¢M) = (pimpl);

(¢B15°) (g¢-pi) + (Re) + (Ex) + (B) + (qI1) + (¢M) + (qAn) = (pimpl);
(¢B16) (pi) + (Re) + (¢M) + (B) + (D) +(qAn) = ((Ex) < (BB) < (pimpl));
(qB17) (pi) + (Re) + (qM) + (Ex) + (qAn) = ((BB) < (B) & (*) < (pimpl)).

Proof:
(qB0): Obviously.

(gB2): z = (z — y) (alV 1 —=2 = (x — vy 1 = (x — y); take y = = to obtain:
zr— (r—2)=1— (r— ), hencex - 1=1—1=1, by (Re); hence (L) holds.

(qB3): Take z = y in (pimpl); we obtain: y — (y — 2) = (y = y) — (y — 2); then, by (Re), we
obtain: y — (y = z) =1 — (y — 2); then, by (qM), we obtain: y — (y — 2) =y — 2z, i.e. (pi) holds.
) (pimpl) [ ] (¢R1) ] (¢11) 1

(9=pi)

(@B3): 1 —=2z)—=(z—y 1=[(1—=2)—y —
(x = y), i.e. (¢-pi) holds.

(gB7): By (B1), (Re) + (pimpl) = (L); by (B8), (L) + (pimpl) = (*); hence, (Re) + (pimpl) =
(*). Also, by (B6), (Re) + (pimpl) = (B); then, by Theorem 2.26 (ii), (¢M) + (B) = (**); hence, (Re)
+ (aM) + (pimpl) = (*¥).

(qB9): (Michael Kinyon’s ideea, from [15]) By (B1) and (B3), (Re) + (pimpl) = (L) and (Re) + (M)
+ (pimpl) = (pi), and by (B4), (Re) + (L) + (pimpl) = (K).

Now, first prove that

l=oz)—a]=[(1—=2)—y

(z—=y)—=2)m(@z—=(y—u)=(—y) — (z— (z = u). (3)

Indeed, (z = y) = (2 = (@ = ) P2 (2 5 y) = 2) = (& = y) = @ = ) T2 (z = y) =
z) = (x = (y — w)); thus (3) holds.
We prove now that

z—=((y—=x)—2)=2— 2 (4)
I (pimpl) (K) (qM) .
ndeed, z =» (y 2 z) —2) = (= (y—z)—=(z—2) = 1= (xr—2) ="x— z thus (4) holds.
We prove now that
= (y—=(z—z) =1 (5)
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(K) &)

(pigpl)(x%y)%(x%(zﬁx)) = (z—=y)—1=

Indeed, z — (y — (2 — x))
We prove now that

1; thus (5) holds.

((x—=y) =2)=2(u—(y—2) =1 (6)

Indeed, ((x—>y)—>z)—>(u—>(y—>z))(i)((x—>y)—>z)—>(u—>[y—>((m—>y)—>z)]) i)l,for
X = (x — y) = z; thus, (6) holds.
We prove now that

(z=y) = y—2) 2= (y—2)=1 (7)
Indeed, (@ = 3) = (4 > =) > (= 4= 2) Z (@29 > @ =2) > @= > =) 2L,
with Z = y — z; thus (7) holds.
We are ready to prove now that (BB) holds, ie. (z — y) = ((y = 2) = (z — 2)) = 1. Indeed, for

(z )

Z=y—zandu=zin(3),weget (z =y) > ((y—=>2)—2(x—=2)=((z—-y 2> y—2)—(z—

(y = 2)) @ 1, for u = x; thus (BB) holds.

(qB10): (Michael Kinyon’s ideea, from [15]) By (B1), (B3), properties (L) and (pi) hold, and by (B4),
property (K) holds.

Now, firstly we prove that:

S y=(x—2)=2— (y— 2). (8)

(pi)

P ) s @) B (@) = (2 (2 2)

Indeed, z — (y — 2) (pimpl)

Then, we prove that:
y=((z =y —22)=y—= (9)

qM)

T o @) o o) D1 o) Py

Indeed, y — ((z — y) — 2)
Then, we prove that:

(z—=y) —=2)>y—2)=1 (10)

Indeed, (z = y) = 2) > (Y= 2) L (@ —=y) = 2) = Y= (& —y) > 2) Z 1.
Finally, we prove that property (C) holds, i.e. (z = (y = 2)) = (y = (z = 2)) = 1.

(m‘gpl) ( (10)

Indeed, (z = (y — 2)) = (y = (x = 2)) xr—=y) = (r—2)— (y— (x—2) = 1; thus (C)
holds.

(qB11): (Michael Kinyon’s ideea, from [15]) By (qB10), (C) holds, and then by (A3), (C) + (An) =
(Ex).

(@B12): fx »y=1=y — zin (comm) (z - y) 2 y=(y > z) > z)),then 1 - y=1— z, ie.
(qAn) holds.

(gB14): Firstly, by (qA12’), (M) + (B) = (*), by (gA13’), (¢gM) + (*) = (Tr).
Then, by (AlO’)7 (Ex) + (B) = (BB) by (gA15’), (qM) + (BB) = (**).

X () o (> 2) B () o 1 (@ 2)
U sy s (1o)== )] B ) @ oy = (@ = 2).
By (B’), y = z < (x = y) = (x — 2), hence by (*), we obtain:

@ r—=y—2)<z—olz—y —(z—2)]
But, by (qR1), 1 — 2 < z, hence by (**), we obtain:
Finally, (a) + (b) + (Tr) = = — (y = 2) < X, i.e. (pimpl-1) holds.

(qB15): By (qA12), (aM) + (B) = (*);
by (A10%), (Ex) + (B) = (BB) and by (qA15’), (qM) + (BB) = (**);
by (B2), (pi) + (Re) = (L).

Now, by (B14), (pi) + (Ex) + (B) + (*) = (pimpl-1) and,
by (B13), (Re) + (L) + (Ex) + (**) = (pimpl-2).

Finally, by (¢B0), (pimpl) holds.
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(qB15’): Since (Re) = (qRe(1 — x)), then by (qAA2), (Ex) + (qRe(1 — z)) + (qM) = (qR1);
then by (¢B14), (g-pi) + (Ex) + (B) + (¢M) + (qR1) = (pimpl-1).

Now, by (aB2), (q-pi) + (Re) + (qIl) = (L);
by (A10’), (Ex) + (B) = (BB) and by (qA15’), (¢M) + (BB) = (**);
hence, by (B13), (Re) + (L) + (Ex) + (**) = (pimpl-2).

Finally, by (¢qB0), (pimpl-1) + (pimpl-2) + (qM) + (qAn) = (pimpl).

(qB16): Firstly, by Theorem 2.25, if the algebra (A, —, 1) verifies (B), (D), (¢M), (qAn), then:

(Ez) < (BB).

Then, by above (qB9), ((Re) + (qM)) + (pimpl) = (BB) or, by above (qB11), ((Re) + (qM) +
(qAn)) + (pimpl) = (Ex) Note that (Re) + (pimpl) = (B), by (B6). Hence, if (Re), (¢M), (qAn)
hold, then (pimpl) = (Ex) (& (BB)).

Conversely by (B2), (Re) + (pi) = (L). By (qA12’), (¢M) + (B) = (*). By Theorem 2.26 (ii),
(M) + (B) —(*%). By (BI3), ((Re) + (L) + (**)) + (Ex) — (pimpl-2). By (B14), (B) + () + (pi))
+ (Ex) = (pimpl-1). Then, ((Re) + (qgM) + (B) + (pi) + (qAn)) + (Ex) = (plmpl 1) + (pimpl-2)
+ (qAn) + (qAn) = (pimpl), by (qB0). Consequently, if (Re), (¢M), (B), (D), (qAn), (pi) hold, then
((BB) & ) (Ex) = (pimpl)

Thus, if (Re), (¢M), (B), (D), (qAn) and (pi) hold, we have (BB) < (Ezx) < (pimpl).

(gB17): Firstly, by Theorem 2.23, if the algebra (A —, 1) verifies (Re), (qM), (Ex), then we have:

\_//\

(BB) & (B) & (). (11)
Then, by (Kinyon’s) (qB9), (Re) + (¢M) + (pimpl) = (BB). Hence, if (Re), (¢M) hold, then
(pimpl) = (BB)(& (B) < (%))

Conversely, first, by (B2), (Re) + (pi) = (L). By (qA15’), (qM) + (BB) = (**). Hence, by (B13),
(Re) + (L) + (Ex) + (**) = (pimpl-2). Hence, if (Re), (pi), (¢M), (Ex) hold, then

(BB) = (pimpl —2).

On the other hand, (Ex) + (pi) + (BB) 4y (Ex) + (pi) + (B) (& (x)) = (pimpl-1), by (B14).
Hence, if (Re), (¢M), (Ex), (pi) hold, then

(BB) = (pimpl —1).

Consequently, if (Re), (M), (Ex), (pi) and (qAn) hold, then, by (qB0), we obtain:
(BB) = ((pimpl —2) + (pimpl —1) + (gAn) + (¢M)) = (pimpl), i.e. (BB) = (pimpl).
Thus, if (Re), (qM), (Ex), (qAn) and (pi) hold, then we have: (BB) < (B ) < (%) < (pimpl). O

Proposition 4.19 (See Proposition 3.20 in the regular case)
Let (A,—,1) ((A,<,—,1)) be an algebra (a structure). Then, we have (following the numbering from
Proposition 3.20):
(¢B19) (pimpl-1) + (K) + (¢N) => (Re);
(aB19) (pimpl-1) + (K) + (M) = (Re);
(¢B20) (pimpl-1) + (L) + (qN) = (¥);
(¢B20°) (pimpl-1) + (L) + (M) = (*¥);
(qB21) (pimpl-1) + (L) + (qN) = (Tr);
(¢B21’) (pimpl-1) + (L) + (¢M) = (Tr);
(aB23) (pimpl-1) + (Re) + (*) + (K) + (M) = (D);
(4B24) (pimpl-1) + (%) + (K) + (qM) = (**);
(aB26) (pimpl-1) + (K) + (¢M) + (qAn) + (C) + (**) + (Tr) = (pimpl);
(¢B27) (pimpl-1) + (¢N) = (3);
(¢B27) (pimpl-1) + (¢M) = (8);

61



(¢B30) (comm) + (Re) + (¢M) + (Ex) = (qL);

(¢B31) (comm) + (Re) + (¢M) + (Ex) = (*);

(¢B32) (comm) + (qR1) + (BB) + (¢M) = (qL(1 — z));
(¢B33) (comm) + (K) +(BB) + (Tr) + (¢M) = (#);

(¢B35) (Re) + (Ex) + (B) + (¢M) + (gAn) = ((pimpl) < (pi));
(¢B35°) (Re) + (Ex) + (B) + (ql1) + (¢M) + (qAn) = ((pimpl) < (pi) < (¢-pi)).

Proof:

(qB19): From (pimp-1) ((z = (y = 2)) = [(z = y) = (x = 2)] = 1), fory =2 — x and z = = we
obtain:
= (z—-2)—=2) 2= @—22)=(@—>2]=1by (K),z— (. = z) = 2x) =1 and
x — (z — x) = 1; hence we obtain that 1 — [1 — (z — )] = 1; then, applying (qN) twice, we obtain
that © — x =1, i.e. (Re) holds.

(qB19’): By (qA00), (qM) = (gN), then apply (qB19).

(qB20): Suppose that y — z = 1; we must prove that (x — y) — (z — z) = 1. Indeed, from (pimpl-1)
((z = (y—=2) =[x =y = (= 2)] =1) we obtain:

(x = 1) = [(x > y) = (x = 2)] =1, hence, by (L) and (gN), we obtain: (z — y) — (z — z) = 1; thus
(*) holds.

(qB20’): By (qA00), (qM) = (gN), then apply (qB20).

(qB21): By (¢B20), (pimpl-1) + (L) 4+ (gN) = (*) and by (qA13), (gN) + (¥*) = (Tr). Thus, (Tr)
holds.

gqB21’): By (qB20’), (pimpl-1) + (L) + (gM) = (*) and by (qA13’), (¢M) + (¥) = (Tr). Thus,
(Tr) holds.

(qB23): From (pimp-1) ((z = (y = 2)) = [(z = y) = (x — 2)] = 1), for £ = y — z we obtain:
((y—=2)—=(y—=2) = [((y—2) —=y) = ((y = 2) = z)] = 1; then, by (Re) and (qM), we obtain:
(y—=2)—=y) = (y—2) —2z)=1lie. (y— 2) >y <(y — z) = z; now, apply (*’) and obtain:
y—=[(y—2) >yl <y—[(y = 2) = z]; then, by (K) and (qM), we obtain:
y— [(y = 2) = 2] =1, ie. (D) holds.

(qB24): Suppose that x — y = 1; we shall prove that (y — z) — (z — z) = 1. Indeed,
(pimp-1) ((z = (y — 2)) = [(x = y) = (x — 2)] = 1) gives:
(x = (y—2)) = [l = (z — 2)] =1; then, by (¢M), we obtain:
(z—=y—2)—=>(@—2)=11ie z— (y—2) <z — z=1; now, by (*'), we obtain:
(y—=z2)—=xr—(y—=2)] < (y—2) = (x = 2); now, by (K) and (¢M), we obtain: (y — z) = (z = 2) =
1. Thus, (**) holds.

(K) o @)
(gB26): y < x — yimplies, by (**), (z = y) 2> (z =2 2)<y—=(zr—=z2). Buty—=(r—>2) < z—
(y — 2). Then, by (Tr), we obtain:
(x = y) = (x = 2) <z — (y — z), on the one hand.
impl—1
On the other hand, z — (y — 2) v % : (x = y) = (z— 2).
Consequently, by (qAn) and (qM), 2 — (y = 2) = (x = y) = (z — 2), i.e. (pimpl) holds.

(gB27): By (pimpl-1), (zx = (y = 2)) = [(x = y) = (x = 2)] =1;if = (y — 2) = 1, then by (gN),
(r = y) = (x = 2) =1, ie. ($) holds.

(qB27): By (qA00), (¢M) = (qN), then apply (qB26).

(qB30): [(z —y) = 1] =1 (comm) 1= (z—=9y]—(z—y) (a2) (x = y) = (x—>vy) (Ze) 1. Then,

(Re

oy sl=@oy=[(eoy-0=1C @y =1y =1 E 1 thus (L)

holds.
(qB31): By (qB30), (comm) + (Re) + (qM) + (Ex) = (qL). Suppose y — 2z = 1; then 1 — 2z = (y —

z)%z(cogm)(z—>y)—>y,hencex—>z(q]:w)1—>(aj—>z)(@)xﬁ(l—%z):x—)[(z—)y)—)y](]2)

(5y) > (@—=y). Then, (= y) = (z—=2)=(z=y) =229 > @ oy 2 oy =@

y) = (. = y)] (B (z—=y)—1 (ab)y, Thus, (*) holds.
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(aB32): (See the proof of (qW13) from [2])
Firstly, by (qAA1l), (BB) + (qM) = (11-1). Then, (1 - z) — 1

WED () L) S 1= (1) = (1 )]

(comm)

= " 1-2z)=[(1->2z)—1)—=1]
(qgf)(

(11-1)

1-1—=2)=[((1—=2)—=1)—1]
51 e (qL(1 — )) holds.

1I-01-=2)=>[(1=2)—1)—1-1)]
(K)

(qB33): (See the proof of (qW31) from [2]) Firstly, note that y — ((z = y) — y) = 1.
Second, suppose that © — (y — z) = 1; then,

oy =y) = @—2) " (g = 2) = 2) > (&= 2)

s ysn) =) s@a)=la> =) = [(y—=2)—2) = @—2)] 21

Now, by (Tr), we obtain that y — (x — z) = 1, i.e. (#) holds.

(qB35): By (¢qB3), (pimpl) + (Re) + (qM) = (pi). Conversely, by (qB15), (pi) + (Re) + (Ex) +
(B) + (aAn) + (gM) = (pimpl).

(aB35'): By (qB35), (Re) + (Bx) + (B) + (qM) + (qAn) = ((pimpl) < (pi));
by (iii”) of Proposition 4.17, (qM) + (ql1) = ((pi) < (q-pi)). O

Proposition 4.20 Let (A,—,1) ((A,<,—,1)) be an algebra (a structure). Then the additional quasi-
property holds (with an independent numbering, because we have no a correspondent regular property):
(¢BB1) (comm) + (qRe) + (BB) + (¢M) = (qR1).

Proof.
(gBB1): (See the proof of (qW12) from [2])
Firstly, by (qAA1l), (BB) + (qM) = (11-1). Then, (1 - z) —» =

(comm)
= (

x—1)—1
“E) (v 5 1) S (= 1) = (z — 1)]
r—=1)=[(1-=(r—=1) = (x—1)
Comm) (v 1) S [((z = 1) = 1) — 1]
Y D) s (r=1) = 1) = (1= 1)

W1 @) (eol) 1) =112

1, i.e. (qR1) holds. O
Proposition 4.21 (See Proposition 3.22 in the regular case)
Let (A,—,1) ((A,<,—,1)) be an algebra (a structure). Then, we have (following the numbering from
Proposition 3.22):

(qBIM1) (g-impl) = (q-pi);

(¢BIM1’) (q-impl) + (BB) + (K) + (¢M) + (qAn) = (p1);

(¢BIM1”) (comm) + (g-impl) + (L) + (K) + (¢M) = (pi);

(¢BIM2) (comm) + (pi) + (Re) + (K) + (¢M) = (g-impl);

(¢BIM2’) (comm) + (q-pi) + (¢M) + (BB) + (qR1) + (K) = (¢-impl);

(aBIM2®) (comm) + (L) + (Re) + (K) + (M) = ((vi) < (q-impl));

(¢BIM3) (¢-impl) + (Ex) + (B) + (¢M) + (gAn) = (comm);

(qBIM5) (g-impl) + (qM) + (11-1) = (qL(1 = y));

(¢BIMG) (q-impl) + (K) = (qR2);

(¢BIM7) (K) + (L) + (Ez) + (B) (< (BB)) + (qM) + (qAn) = ((gq-impl) < ((comm) + (pi))).

Proof.

@BIM1): (1 5 2) = (= 9) "2 @ sy sa] = @ =y T2 5 (@ oy, ie (gpi)
holds.

(qBIMD): [y — (y = z)] = (y — )
(gM)

= ly—>y—2) =1 (y—a2)]
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(BB)

I = = = (=) — o) = -] P L

Thus, [y — (y = x)] = (y — =) = 1. But, we also have (y — z) — [y — (y — z)] )y,
Then, by (qAn), we obtain that 1 — [y — (y — «)] =1 — (y — ), hence, by (qM),y = (y = z) =y — =z,
i.e. (pi) holds.

(qBIM1”): Firstly, by (qB12), (comm) + (¢M) = (qAn). Then,
(comm) (g—impl)
y = =2 = y—=a) F (=) =yl =y =T L=y oy

1( )1. Hence, y — (y > z) <y — x.

y—>1)—>1@1—>

(comm)
=

K
But we also have that y — x (S) y— (y — x).
Then, by (qAn), it follows that 1 — (y = x) =1 — [y = (y — )], hence, by (M), y =z =y — (y — ),
i.e. (pi) holds.
(qBIM2): Firstly, by (¢B12), (comm) = (qAn). Then,

=y =222 2" wos@oplo@o9) Peoy @y ™

(rt—>y) = ax<a.

1. Hence,

(K)
But, we also have that z < (x > y) >«

Then, by (qAn), it follows that 1 = 2 =1 = [(z — y) — 2] (a20) (x = y) = x, i.e. (g-impl) holds.
(qBIM2’): Firstly, by (qB12), (comm) => (qAn). Then,

notation (comm)
T [( =

= xT—y) x> r—=(x—=y)|—=(r—=y)

E“:” )_)[x = (@ = y)] = 1 (@ > )]
(qu) |

(qgl)

z=(x=y)) = [(1=2) = (—2y)

L= (= @=2yl=[1=2) 2 (@=y)

(l=z)—a] = (> @oy)] = 1oa) @) 20

(K)
Hence, (x — y) —» = < x. But we also have z < (v > y) >«

Finally, (z —» y) >« (@20 = [(z = y) — 2] (adn)
(qBIM2”): By (qBIM1”), (qBIM2).
( ngBIM3) [z =y) =y] = [y = 2) = 2]

(Ex)

1 — z. ie. (g-impl) holds.

1= ((x—=y) =2yl =y =) > al)
[(z =y) =yl = 1=y = 2) =]

@) o (o) (1o )]
I (@ s y) = y] = [y = @) = (@ = y) = )]
Py (@oy)—y - @y »o)] 21
Thus, we obtained that
(x—y) =yl = (y—a) > a]=1. (12)
Similarly,
[y = @)+ 2] = [(@—>y) —y] =1 (13)

From (12) and (13), by (qAn), we obtain 1 — [(z — y) = y] =1 — [(y — x) — z], hence, by (qM),
(x - y) = y=(y— x)— x,ie (comm) holds.

(gBIM5): Take z =1 in (q-impl) ((z - y) =2 =1— z); we obtain: (1 - y) -1=1—1 . 1,

i.e. (qL(1 — y)) holds.

(qBIM6): z — (1 — x) (aimel) o [(z = y) — 7] sy 1, i.e. (qR2) holds.

(gBIM7): By (qBIM3), (g-impl) + (Ex) + (B) 4+ (¢M) + (gAn) = (comm), and by (¢BIM1’), (qg-
impl) + (BB) + (K) + (qM) + (qAn) = (pi). Conversely, by (qBIM2), (comm) + (pi) + (L) + (K) +
(M) = (g-impl). 0
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4.3.1 Quasi-join-semilattices from commutative quasi-algebras

Proposition 4.22 Let (A, —,1) ((A,<,—,1)) be an algebra (a structure).

Define a new binary operation V by (dfV) (xVy & (

Then, we have (with an independent numbering):
(4BBAfV1) (dfV) + (M) = (qM(V);
(¢BBdfV2) (dfV) + (qI) + (¢M) = (qV1);
(¢BBAfV2’) (dfV) + (qI1) = (qVI1);
(¢BBdfV2”) (dfV) + (qI2) = (qVI2).

x—y)—y, foralz,ye A).

Proof.
(dfVv)

(gBBdfV1): 1 = (zVy) ="1-=((z —y) > vy)

(@BBAV2): (1 s 2)v(l—=y) B (1 =251 =>y) >0y

lI=(z—=y)— 01—y Dz~ y) =y W 4y y, i.e. (qVI) holds.

n. (dfV) (qI1) (V) .
(gBBdfV2'): (1 —»x)Vy =" (1—2z)—=y)—»y = (x—y)—y = zVy,ie (qVIL) holds.
@BBAV2): ev(l»y) B ey =20op Peosyn 0oy P @y -

y ‘B 2 vy, ie. (qVI2) holds. O

=y =y LV zvy, ie (qM(V)) holds.

W (aM)

(qgf) (

x =y = (1 —=vy)

Proposition 4.23 (See Proposition 3.2/4 in the regular case)
Let (A, —,1) ((A,<,—,1)) be an algebra (a structure).

Define a new binary operation V by (dfV) (xVy & (x = y) =y, forallz,y € A).
Then, we have (following the numbering from Proposition 3.24):
(¢BdfV2) (dfV) + (Re) = (qVid);
(aBAfV4) (dfV) + (L) + (aR1) — (VI-1);
(¢BdfV5) (dfV) + (¢12) + (Ex) + (Re) = (qEqV);
(¢BdfV7) (dfV) + (qEqV) + (Vecomm) + (VV) + (¢M) = (VVV);
(¢BdfVv10) (dfV) + (q-impl) = (qVid).

Proof.

(qBdfV2): zV @ (x> 2x)—>2x By x, thus (qVid) holds.

(qBdtva): zv1 ‘D@ 51y 51 @1 51 Py

AL 1=z > (aB) 1; thus (V1-1) holds.
(qBdfV5): If z < y,i.e. x >y =1, then: xVy

Ifl—)y:x\/y(df:‘/) (z = y) — y, then: ac—)y(q;2

(x —y) (Be) 1,i.e. x <y. Thus, (QEqV) holds.

(K)
(@BdfVT): y < z—y (V)

=y o zoy) =@y = yV(z—y)
(df:V) (zVy) = (x Vy); thus (VVV) holds.

(=il x, thus (qVid) holds. 0

1v

dfv

—
Ly

)(1:—>y)—>y:1—>y.

l

x—>(1—>y):x—>[(x—>y)—>y](iw)(x—>y)—>

y\/(z%y)zlﬁ(z%y)(qg)z%y,hence

ee™ (2 5 y) = [(z = y) Vo]
Doy syl =@ —y) -y

(qBdfV10): z VvV x A (r—z)—=z

Then, we have the following theorem:

Theorem 4.24 (See Theorem 3.25 in the regular case)
Let A= (A,—,1) (A= (A, <,—,1)) be an algebra (structure) verifying the properties (comm), (Re),
(K). (Ez), (qAn), (qM).
Define a new operation V by (dfV) (xVy & (x—=y) = y)
Then, (A,V,—,1) (A,V,<,—,1)) is a quasi-V-semilattice with last element 1.
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Proof. Firstly, (Re) = (11-1) and since (qM) also holds, then A is a quasi-algebra (quasi-structure).
Then:

- by (qBBdfV1), (dfV) + (gM) = (gM(V))
- by (qAT’), (qM) + (K) = (L);
- by (gBdfV2), (dfV) + (Re) = (qVid) e

- by (BdfV1), (dfV) + (comm) = (Vcomm) e

- since (Re) = (qRe(1 — z)), then by (qAA2), (Ex) + (qRe(l — z)) + (¢M) =>(qR1); by (qBdfV4),
(dfV) + (L) + (qR1) = (V1-1) »

- by (qAA8), (Ex) + (qM) = (qlI2); then, by (qBdfV5), (dfV) + (ql2) + (Ex) + (Re) = (qEqV)

- by (BdfV6), (dfV) + (Ex) = (VV);

- by (gBdAfVT) (dfV) + (qEqV) 4+ (Vcomm) + (VV) + (gM) = (VVV);

- by (BdfV8), (dfV) + (Vcomm) + (Ex) + (VVV) = (Vassoc) e O

NN S N

4.4 Quasi-algebras (quasi-structures) with product.
Commutative quasi-monoids and quasi-residoids

Note that any algebra with (P) (or with (RP)) and any X-algebra with (R) (or with (PR)) that verify the
property (qM) is a quasi-algebra (quasi-X-algebra) (because (Re) implies (11-1)).

Note also that the basic general equivalences from Figure 2 are valid for quasi-algebras (quasi-X-
algebras).

4.4.1 Commutative quasi-monoids and quasi-residoids
We introduce the following new definitions.

Definitions 4.25 (See Definitions 3.40 and 3.39 (1) in the regular case)

(1) An algebra (A, —,®,1) or (A, ®,—,1) is a commutative (or abelian) quasi-monoid if:
- the reduct (A, —,1) is a quasi-algebra (i.e. (¢M) and (11-1) hold) and
- the following properties hold: (Pcomm), (Passoc), (qP1-1), (¢M(®)), where: for all 2 € A,
(Pl-)zol=102z=1—>z (P-1)201=1—2z (qPl-) 1Oz =1 — «z,
(aM(©)) 1= (z0y) =z0y.

(2) An algebra (A4, —,1) (a structure (A, <,—, 1)) is a commutative (or abelian) quasi-residoid if the
properties (gM) and (BB) hold.

Note that a commutative quasi-monoid is a quasi-algebra. By (qAA1), (¢M) + (BB) = (11-1), hence
a commutative quasi-residoid is also a quasi-algebra.

e Let us introduce the new quasi-properties:
(4G) (quasi-Godel) x ©x =1 — z, for all x € A;

(iEqP) z wy=1z0y=1— =z,
(qEqP)x<y<:>x®y—l—>x
(qdfrelP)a:<y<:)x®y—1—>x
(P=)z—z=1z2-y=1=(1—-2)—(z0y) =1,
(P=)z2<z, 2<y=1—-2<z0y,

and the following special quasi-properties:
(qPI) z20y=(1—-2z)0 (1 —y);
(PI) z0y=(1—2)0y;
(P2) z0y=20 (1 = y).

Remarks 4.26 (See Remarks 3.32 in the regular case) We have, obviously, the following connections:
(i) (EqrelR) = ((qEqP) < (qEqP’)); (qEqP) + (qEqP’) = (EqrelR);
(ii) (qEqP) = ((dfrelR) < (qdfrelP)); (dfrelR) + (qdfrelP) = (qEqP).

Some other connections are presented in the next five Propositions 4.27, 4.28, 4.29, 4.30, 4.31.
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Proposition 4.27 (See the similar Proposition 4.3)
Let (A, 0,—,1) or (A, —,®, 1) be an algebra of type (2,2,0) (or, equivalently, by (EqrelR) and (dfrelR),
let (A, <,0,—,1) or (A, <,—,0,1) be a structure).
Then, we have (with an independent numbering):
(¢BBP1) (Pcomm) + (qPI1) = (qPI2),
(¢BBP1’) (Pcomm) + (¢PI2) = (qP11),
(¢BBP1”) (Pcomm) = ((qPI1) < (qPI2));
(¢BBP2) (Pcomm) + (qPI1) = (qPI),
(¢BBP2’) (Pcomm) + (¢PI2) = (qPI);
(¢BBP3) (qG) + (Pcomm) + (Passoc) + (¢M(®)) = (qPI);
(¢BBP4) (¢PI) + (¢M) = (qPI1), (¢PI2).

Proof.

(@BBP1): z 0 (1 — v) (Pegmm) 1=y o (a2 yoOx (Pegmm) ®y; thus, (qPI2) holds.

(@BBPI’): (1 —2z)0y (Peomm,) y© (1 —x) (aP12) yoT (Peomm) ©® y; thus, (qPI1) holds.

(qBBP1”): By (¢BBP1) and (¢BBP1’).

(@BBP2): (1 »2)® (1 —vy) @B 4 o (1—vy) (Pegmm) 1=y oz (@B yow (Pegmm) 4 & y; thus,
(¢PT) holds.

(qBBP2’): Obviously.

G assoc comm assoc

(aBBP3): (1 » 2)0(1 - ) 'C @onoryoy) "= zo@oy oy "L 2o (yo (zoy) T

oy ooy ' C1o @oy) M 26y, thus, (@PI) holds.

@BBP4): (1 s 2)oy Ea s sa)oloy D asneod =y "2 2oy thus, (qPI1)
holds.
zoloy a5 o0oy) Yool -y "B s oy thus, (qPI2) holds. O

Proposition 4.28 Let A = (A,—,®,1) be an algebra (or, equivalently, A = (A, <,—,®,1) be a struc-
ture) or, Galois dually, let A = (A,®,—,1) be an X-algebra (or A = (A, <,®,—,1) be an X-structure)
such that the reduct (A,—,1) ((A,<,—,1)) is an algebra (structure) verifying the properties (Re) and
(Tr) (i.e. < is a pre-order).
Then, we have (with an independent numbering):

(BBPR1) (PR) + (Re) + (Eq#) + (ql1) + (4An) + (aM(©)) = (qPI);

(4BBPRI") (PR) + (Re) + (Eqh) + (4I1) + (gAn) + (¢M(0)) = (gPT1);

(¢BBPR1”) (PR) + (Re) + (ql1) + (gAn) + (¢M(®)) = (qPI2).

Proof.
(@BBPR1): 1—=2z)0(1—=y)<a g>1—>x§(1—>y)—>a(:)y—>a(t&)
y < (1—>x)—>a(q£)x—)a(@)xgy%a(@)x(ayga;
then, by (Re), (qAn), (qM(®)), we obtain that (1 — z) ® (1 — y) = x @y, i.e. (qPI) holds.
(gBBPR1’): (1—>x)®y§a(g)1—>x§y—>a(®)y§(1—>m)—>a(qg)x—>a(ﬁ)x§y—>
(BR)
=

x ©y < a; thus (qPI1) holds.
(

(

qll

a

(g11) (g)

(@BBPR1”): 20 (1 = y) <a Wy <(1l—=y) —»a ="y—a z @y < a; thus (qPI2) holds. O

Proposition 4.29 (See the Proposition 3.42 in the regular case)
Under the hypothesis from Proposition 4.28, we have (following the numbering from Proposition 3.42):

(¢BP9) (¢EqP) = ((L) & (qP-1)).

Proof.
(qBP9): z 01 W=V o Y 1 By O
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Proposition 4.30 (See Proposition 3.43 in the reqular case)
Under the hypothesis from Proposition 4.28, we have (following the numbering from Proposition 3.43):
(¢BPR2) (RP) + (Re) + (Ez) + (¢An) + (¢M) = (PEz).

Proof. (qBPR2): Firstly, by (A28), (Ex) = (##); then a < (x ©y) — 2 W, Oy <a—z

and a <z — (y — 2) Gﬁ@xﬁa—)(y%z) (%)xgy%(a%z)(Ig)xcayga%z;hence
(r@y) = z=2— (y — 2), by (Re), (qAn) and (qM), i.e. (PEx) holds. O

Proposition 4.31 (See Proposition 3.44 in the regular case)
Under the hypothesis from Proposition 4.28, we have (following the numbering from Proposition 3.44):
(¢BG1) (qG) + (P- -) = (¢P=);
(aBG2) (¢G) + (P-) + (Pcomm) + (Pleq) + (K) + (qAn) + (qM) + (¢M(®)) + (ql1) = (qEqP);
(aBG3) (¢EqP) = ((Re) < (¢G));
(aBG4) (pi) + (Pleg) + (PEz) + (Re) + (¢M) + (¢M(®)) + (K) + (Tr) + (qAn) + (¢PI) = (qG);
( quG5) (pimpl-1) + (Pleq) + (PEz) + (Re) + (¢M) + (¢M(®)) + (K) + (Tr) + (¢An) + (¢PI) =
qG);
(¢BG6) (q-impl) + (Pleq) + (PEx) + (Re) + (¢M) + (¢M(®)) + (**) + (K) + (Tr) + (qAn) + (¢PI)
= (¢G).

Proof.
(qBG1): z <z and z <y imply, by (P- -), that 1 — 2 @, ©z<zOy,ie (qP=) holds.
(qBG2): If z <y, then by (P-), 2 @2 <y ®z, hence 1 -z < x @y, by (qG) and (Pcomm). We also

(Pleq)  (K)
have that t ®©y < x < 1 — x. Then, by (qAn), 1 —» (z@y)=1— (1 = z), hencex @y =1 — z, by

(aM) and (qM(®)).
Conversely, if xt @y = 1 — z, then, 1 — 2 <y, by (Pleq), i.e. (1 - 2) =y =1; hence x — y =1, by
(qIl), ie. z <.

(@BG3): Obviously.

(Pleq)  (K)
(@BG4): (a) r@2x <1 —z. Indeed, 20z < =z < 1—z, hence z ®z <1— z, by (Tr’); thus (a)

holds.
(b) 1 5z <zOaz. Indeed, H notgtion (zoz) =y (a2 (I=2)o(l—=2)—y

x) = y) (2 (1 = z) — y; take now y = x@x in H; we obtain: 1 () (zez) = (z0z) = (1 = z) = (zOz),
hence (b) holds.
Finally, (a) + (b) + (qAn) + (qM) + (qM(®)) imply x ® z = 1 — z, i.e. (G) holds.
(Pleq)  (K)
(@BG5): (a) z ©@ x < z. Indeed, Indeed, 0z < 2z < 1—x, hence z ®x <1 — x, by (Tr’); thus

(a) holds.
b)1 =2 <20z Indeed, (xOz)— 2

FEI (1) (1=

en (PEx)

1l=-2)0(1 —>12) ==z 1l—=2z)—((1—=2)—

pimpl—1) (lie) ) (‘I¥) (

(
) < (1T—=2)=>1—=2)—=((1—2z) —2)
(zOz) = 2<(1 = x)— z, which for z =2 © z, gives:

1 B (zoz) = (z0z)<(1—1z)=>(x0x),ie 1 =z <z by (qM); thus (b) holds.

Finally, (a) + (b) + (qAn) + (gM) 4+ (qM(®)) imply z @z =1 — =, i.e. (G) holds.
(

(
(Pleq)  (K)
(@BG6): (a) r@x <1 —z. Indeed, 20z < =z < 1— z, hence z ®z <1— z, by (Tr’); thus (a)
holds.
(b) 1 - 2 < 2z ®z. Indeed, by (A0), (Re) = (S) and since

(loe) = @ow) - 1oe) 21 510 D15y,

then, by (S’), we obtain: [(1 — z) — (x © x)] = (1 = x) <1 — z; then, by (**’), we obtain:
H"™E" 1 52) > [1->2) > (202)] <

1> ((1—-2)—> =2 1 = x) — z, hence

(A=2) = @oa)] - 1-a) > [1—2) > @ow)] T2

15(loa)s@on)] Yoo @or)
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and since H =" (ls2)0(l—=2)—> (z0x rOz) = (zOT) (Be) 1,

it follows that 1 < (1 = z) = (z©z),ie. 1 = [(1 = 2) = (x ©x)] = 1, hence
(1—-2z)—= (zoz) =1, by (M), i.e. (b) holds.
Finally, (a) + (b) + (qAn) + (qM) + (qM(®)) imply z ® z =1 — z, i.e. (qG) holds. O

) (¢21) (

We now obtain the following Galois dual Propositions 4.32 and 4.34 and their corollaries.

Proposition 4.32 (See Proposition 3.45 in the reqular case)

Let A= (A,—,0,1) (A= (A,<,—,0,1)) be an algebra (structure) with (RP) (i.e. (Re), (Tr) and
(RP) hold), verifying also the properties (¢An), (¢M), (¢M(®)), (Ex).
Then A is an abelian quasi-monoid verifying (PEz).

Proof. Firstly, since (¢M) holds and (Re) = (11-1), then (A4, —,1) is a quasi-algebra. Then, by
(A28), (Ex) = (Eq#) and we have:

(Pcomm): 0y <a &, <y—a #) y<z—a (&) yOx <a. Thenl—= (z0y)=1— (yoOux),
by (Re) and (qAn); hence z ©®y =y ©® z, by (qM(®)).

(Passoc): (z0y)©z<a &)
z = (z — a) and
rO (Yo =z) ga(g)xg (y@z)%a(@)yQ,zgx%a(g
Thus, (zOy) ©z=20 (y ® z), by (Re), (qAn), (¢M(®)).

@PL1): zol<a B o<1 5a® 1< 54
and (qAn); then x ©1 =1 — z, by (¢M(®)).

lozx<a Vigh] <zr—a (A <a. Thus, 1 ®z =1 — z, by (Re), (qAn), (qM(®)).

Thus, A is an abelian quasi-monoid. Finally, by (¢(BPR2), (RP) + (Re) + (Ex) + (qAn) + (¢M) =
(PEx); thus, (PEx) holds. a

) (Ex)

RP ,
x@ygz—>a(<:) xgyﬁ(z%a)(@)ygm%(z%a) & y <

)ygz%(acﬁa).

g)xga. Then, 1 —» (z©®1) =1 — z, by (Re)

Corollary 4.33 (See Corollary 3.46 in the regular case)
Let A= (A,—,0,1) (A= (A,<,—,0,1)) be an algebra (structure) with (RP) (i.e. (Re), (Tr) and
(RP) hold), such that the reduct (A,—,1) is an abelian quasi-residoid (i.e. (¢M), (BB) hold) verifying

also (qAn), (D), (¢M(®)).
Then, A is an abelian quasi-monoid.

Proof. By (qA21), (BB) + (D) + (¢M) + (qAn) = (Ex). Then apply the above Proposition 4.32. O

Proposition 4.34 (See Proposition 3.47 in the regular case)

Let A= (A,0,—,1) (A= (A,<,0,—,1)) be an X-algebra (X-structure) with (PR) (i.e. (Re), (Tr),
(PR)=(RP) hold), verifying also the properties (qR1) and (Pcomm), (Passoc), (¢P1-1).
Then, the following properties hold: (¢M), (PEzx), (PBB).

Proof. By Lemma 3.35, properties (R), (RR), (P-) hold.

(qM):1%(x%y):xﬁy<@>max{y|y®lgx%y}:x%y(qgl)max{y|lﬁygx%

y} = x — y, which is true, by (qR1), since (1 — (x = y)) = (z — y) = 1. Thus (¢M) holds.
Since (Re) implies (11-1), then (A, —,1) is a quasi-algebra.
The rest of the proof is like in the regular case. a

Corollary 4.35 (See Corollary 3.48 in the regular case)

Let A= (A,0,—,1) (A= (A,<,0,—,1)) be an X-algebra (X-structure) with (PR) (i.e. (Re), (Tr)
and (PR) hold), verifying also the properties (qR1) and (Pcomm), (Passoc), (qP1-1). Then, the reduct
(A, —,1) is an abelian quasi-residoid (i.e. (¢M) and (BB) hold) verifying (Ex), (B), (D).

Proof. By Proposition 4.34, the properties (qM), (PEx), (PBB) hold. Since (¢M) holds and (Re) implies
(11-1), it follows that A is a quasi-algebra.
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By (BP2), (PEx) = ((PBB) < (BB)), hence (BB) holds. Thus, the reduct (4,—,1) ((4,<,—,1))
is an abelian quasi-residoid.
The rest of the proof is like in the regular case. a

e The equivalence between some quasi-algebras with (RP) and some quasi-X-algebras
with (PR)

The announced equivalence is the following:

Theorem 4.36 (See Theorem 3.49 in the regular case)

(1) Let A = (A,—,©,1) be an algebra (or A = (A, <,—,®,1) be a structure) with (RP) (i.e. (Re),
(Tr) and (RP) hold), verifying also the properties (qAn), (D) and (¢M(®)), and such that the reduct
(A4, —,1) (A, <,—,1)) is an abelian quasi-residoid (i.e. (¢M) and (BB) hold). Define

a( AL (4,0,5,1) (o)L A< 6,5,1).

Then, a(A) is an X-algebra (X-structure) with (PR) (i.e. (Re), (Tr), (PR)=(RP) hold) that is a commu-
tative quast-monoid.

(1°) Conversely, let A= (A, ®,—,1) be an X-algebra (or A= (A, <,®,—,1)) be an X-structure) with
(PR) (i.e. (Re), (Tr) and (PR) hold) that is a commutative quasi-monoid verifying (¢qR1). Define

BA L (4, 5,0,1) BAL @< -, 01).

Then, B(A) is an algebra (structure) with (RP) (i.e. (Re), (Tr) and (RP) hold) such that the reduct
(A, —,1) is an abelian quasi-residoid verifying (Ez), (B), (D).
(2) The above defined mappings are mutually inverse.

Proof.
(1): By Corollary 4.33.
(17): By Corollary 4.35.
(2): Obviously. O

Note that < in Theorem 4.36 is a quasi-order relation and that the algebras and the X-algebras involved
are quasi.

4.4.2 Quasi-meet-semilattices from quasi-algebras with product
We obtained the following two Galois dual theorems 4.37 and 4.39:

Theorem 4.37 (See Theorem 3.50 in the regular case)
Let A= (A,—,0,1) (A= (A,<,—,0,1)) be an algebra (structure) with (PR) (i.e. (Re), (Tr) and
(RP) hold), verifying also the properties (¢An), (¢M), (¢M(®)), (K), (Ex) and (qG).
Define N & .
Then, (A,—, A, 1) (A, <,—,A,1) is a quasi-A-semilattice with top element 1.

Proof. We must prove that (qM), (11-1), (¢M(A)), (¢EqW), (qWid), (Wecomm), (Wassoc), (qW1-1) hold.
Indeed,

(M) holds and (11-1) follows by (Re), hence A is a quasi-algebra. (qM(A)) is (qM(®)).

Then, since (qAn), (¢M), (qM(®)), (Ex) hold, by Proposition 4.32, (4, —, ®, 1) is an abelian quasi-monoid,
i.e. properties (Pcomm), (Passoc), (qP1-1) hold. Then,

- by (BPR1’), (RP) + (Pcomm) + (K) = (Pleq);

- by Lemma 3.35, (Re) + (Tr) + (PR) = (P-);

- by (A24), (Re) + (Ex) + (Tr) = (**); (Re) = (aRe(1 — z)); by (qAAT), (qRe(1 = z)) + (Ex)
T+ (K) + (**) + (qAn) + (aM) = (qI1); and by (qBG2), (4G) + (P-) + (Pcomm) + (Pleq) + (K) +
(aAn)+ (aM) + (aM(®)) + (al1) = (qEqP).

Now, (qEqW) is (qEqP), (qWid) is (qG), (Wcomm) is (Pcomm), (Wassoc) is (Passoc), (qW1-1) is (qP1-1).
O
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Corollary 4.38 Let A = (A, —,0,1) (A = (A,<,—,0,1)) be an algebra (structure) with (RP) (i.e.
(Re), (Tr) and (RP) hold), such that the reduct (A,—,1) is an abelian quasi-residoid (i.e. (¢M), (BB)
hold) and the properties (¢An), (L), (D), (qI1), (¢M(®)) and (qG) hold.

Define N & .

Then, (A,—, A, 1) (A, <,—,A,1) is a quasi-A-semilattice with top element 1.

Proof. By (qA21), (¢M) + (BB) + (D) 4+ (qAn) = (Ex) and by (qAA14), (¢M) + (L) + (BB) + (qll)
= (K). Since (qAn), (¢M), (¢M(®)), (K), (Ex), (qG) hold, now apply Theorem 4.37. O

Theorem 4.39 (See Theorem 3.52 in the regular case)

Let A= (A,0,—,1) (A= (A4,<,0,—,1)) be an X-algebra (X-structure) with (PR) (i.e. (Re), (Tr)
and (PR) hold), verifying also the properties (¢An), (¢M), (¢M(®)), (K), (¢I1) and (Pcomm), (Passoc),
(¢P1-1) and (¢G).

Define A Lo,

Then, (A, A, —,1) (A, <,A,—, 1)) is a quasi-A-semilattice with top element 1.

Proof. Indeed, if we denote A & ®, then note that: (qWid) is (qG), (Wcomm) is (Pcomm), (Wassoc) is
(Passoc), (qW1-1) is (qP1-1) and (qM(A)) is (qM(®)), hence A verifies the properties (qWid), (Wcomm),
(Wassoc), (qW1-1), (qM(A)).
Then, since the property (¢M) holds and the property (11-1) follows by (Re), A is a quasi-algebra.
By (BPRY’), (RP) + (Pcomm) + (K) = (Pleq); by Lemma 3.35, the property (P-) holds. Now, by
(aBP2), (4G) + (P-) + (Pcomm) + (Pleq) + (K) + (qAn) + (M) + (aM(®)) + (qI1) = (¢EqP). Thus,
by the above definition of A, it follows that (qEqW) holds too. a

4.5 Commutative quasi-algebras (quasi-structures) with product

In the commutative quasi-algebras (quasi-structures) (i.e. (M) and (11-1) hold) having product, we can
define a new operation, the join V, by (dfV); then, by (BdfV1), (dfV) + (comm) = (Vcomm), and by
(qBBdfV1), (dfV) + (¢M) = (qM(V)); thus, (Vcomm) and (gM(V)) hold.

In certain conditions, we can obtain a quasi-V-semilattice with top element (see Theorem 4.24).

Open problem 4.40 It is an open problem to find conditions (if they exist) in which, by defining A Lk o,
or otherwise, we can obtain a quasi-A-semilattice with top element from a commutative quasi-algebra with
product.

e Let us introduce the new quasi-properties:
(qPabsl) (qP-absorption-1) 2 ® (x Vy) =1 — =z,
(qPabs2) (qP-absorption-2) 2V (x ©®y) =1 — .

Then, we have the follwing Propositions 4.41, similar to Proposition 4.14.

Proposition 4.41 (See Proposition 3.5/ in the regular case )

Let A= (A,V,—,0,1) be an algebra of type (2,2,2,0) (or, equivalently, A = (A, <,V,—,®,1) be a
structure) or, Galois dually, let A = (A,®,—,V,1) be an algebra of type (2,2,2,0) (or A= (A,<,0,—
,V, 1) be a structure) such that the reduct (A,—,1) (A, <,—,1)) is an algebra (structure) verifying the
properties (Re) and (Tr) (i.e. < is a pre-order).

Then, we have (following the numbering from Proposition 3.54):

(¢BVP1) (Pdis1-p) + (Pdisi-pp) + (qAn) + (¢M(V)) + (¢M(®)) => (Pdis1);

(¢BVP1’) (Vgeq) + (¢V=) + (P-) + (¢M(®)) = (Pdisl-p);

(Pleq) + (¢P=) + (qPI2) + (V- -) + (¢V=) + (¢M(V)) = (PdisI-p);

(¢BVP1”) (RP) + (Vgeq) + (¢V=) + (qM) => (Pdis1-pp);

(¢gBVP2) (Pdis2-p) + (Pdis2-pp) + (qgAn) + (¢qM(V)) + (¢M(®)) = (Pdis2);
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(¢BVP2’) (Pleq) + (¢P=) + (V-) + (¢M(V)) = (Pdis2-p);
(Vgeq) + (¢V=) + (qVI2) + (P- -) + (q¢P=) + (¢M(©)) = (Pdis2-p);
(¢gBVP2”) (Pdis1) + (Pleq) + (Pcomm) + (Vcomm) + (Vassoc) + (V-) + (q¢V=) + (qVI2) =
(Pdis2-pp);

(¢BVP3) (Vgeq) + (qEqP) = (qPabsl);
(¢BVP4) (Pleq) + (qEqV) + (Vecomm) = (qPabs2).

Proof.
(qBVP1): Obviously.
(gBVP1’): First proof: z,y < x Vy, by (Vgeq’); then, 2 ® 2, y® z < (x Vy) ® 2z, by (P-), hence

(aV=)
(x02)V(yez) < 1-=[(zVy) O] (@©) (x Vy) ® z; thus, (Pdisl-p) holds.

Second proof: On the one hand, we have x®z < z and y©z < y, by (Pleq); then, (x©2)V(y®z) < zVy,
by (V- -). On the other hand, we have x®z < z and y©z < z, by (Pleq); then, (x@z)\/(y@z) <1-— 2z by

(aM(V)) (aP=) (qPI2

(qV=). Consequently, t®2)V (y©®z) 1=2x202)V(yez)] < (zVy)o(l —z2) ) (zVy)Oz;

thus, (Pdisl-p) holds.
(qBVP1”): Denote Z notgtion (x®2)V(y©®2); then x ©® 2,y ©® 2 < Z, by (Vgeq'); then, x < z —» Z
V=)
and y <z — Z, by (RP); then,zvVy < 1—[z2— Z] (:)Z*)Z; hence (x Vy)® 2z < Z, by (RP), i.e
(Pdisl-pp) holds.
(qBVP2): Obviously.
(qBVP2’): First proof: x ©®y < z, y, by (Pleq); then, (x ®@y)Vz < xVz yVz by (V-), hence
(zOy)V (qM(V))

Second proof: On the one hand, we have: © < zVz and y < yVz, by (Vegeq); then, z0y < (zVz2)©(yVz),
by (P--). On the other hand, we have z < xVz and z < yVz, by (Vgeq); then, 1 — 2z < (xVz)©(yVz), by

@02 o= 2) T 1o (V) oyve)] PE (

(¢P=)
= [(xoy) V2] < (zV2)®(yV z); thus, (Pdis2-p) holds.

(qP=). Consequently, z®y)Vz xVz)O(yVz);
thus, (Pdis2-p) holds.
(qBVP2”): Denote Z notation (xV2z)®(yV z); then
(Pdisl)
Z = (z0(yVz))V(zo(yV2)

o™ (yv2) @)V ((yV 2) @ 2)

(yor)V(zo)V(yoz)V(z0:2)
M (o) VoD Ve )V (z02)

V™ (o) Vo) V(02 V(o).

But z0ax <z, y0z<z 20z<z by (Pleq);
hence, (z0z)V(y©2)V(20z) <1— z by (qV=);

(Pdisl)

(Pcomm),(Vcomm)

(V=)
hence, Z < (1= 2)V(y©Ox) = (zoy) V(1 — 2)
(Vgeq) (gEqP’")
(@BVP3): 2 < azVy & 2o (zVy)=1— z; thus (qPabsl) holds.

(aV12) (x®y) V z; thus (Pdis2-pp) holds.

(Plea)  (qBqV)
(BVP4): 20y < z & (xOy)Vae=1—x, hence zV (x®y) =1 — z, by (Vcomm); thus,
(qPabs2) holds. O
Note that the two Propositions 4.14 and 4.41 are quite identique, if ® = A, and are only similar, if
O #A.

4.6 Positive implicative quasi-algebras (quasi-structures) with product.

In this subsection, we shall study the quasi-algebras (quasi-structures) having product and being positive
implicative.
We have obtained the following two Galois dual Theorems 4.42 and 4.43.
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Theorem 4.42 (See Theorem 3.56 in the regular case)
Let A= (A,—,0,1) (A= (A,<,—,0,1)) be an algebra (structure) with (PR) (i.e. (Re), (Tr) and
(RP) hold), verifying also the properties (¢An), (¢M), (¢M(®)), (¢PI), (K), (Ex) and (pimpl-1). Define

d
N-0Y

Then, (A, A, —,1) (AN, <,—,1)) is a quasi-A-semilattice with top element 1.

Proof. Since (qM) holds and (Re) implies (11-1), it follows that (A, —, 1) is a quasi-algebra.

By (A6), (Re) + (K) = (L).

By (A24), (Re) + (Ex) + (Tr) = (**); by (B13), (Re) + (L) + (Ex) + (**) = (pimpl-2) and by (qBO0),
(pimpl-1) + (pimpl-2) + (qAn) + (¢M) = (pimpl), hence A is positive implicative.
Now,
- by (BPR1), (RP) + (K) + (Re) + (L) = (Pleq);

- by (aBPR2), (RP) + (Re) + (Fx) + (qAn) + (qM) — (PEx);

Ebé)(qBGB), (pimpl-1) + (Pleq) 4+ (PEx) + (Re) 4+ (gM) + (¢M(®)) + (K) + (Tr) + (gAn) + (¢qPI) =
S?ncé (qAn), (gM), (¢M(®)), K, (Ex), (qG) hold, now apply Theorem 4.37. O

Theorem 4.43 (See Theorem 3.57 in the regular case)

Let A= (A,0,—,1) (A=(A,06,<,—,1)) be an X-algebra (X-structure) with (RP) (i.e. (Re), (TR)
and (PR)=(RP) hold), such that the properties (Pcomm), (Passoc), (¢P1-1), (¢An), (¢M(®)), (¢R1) and
(pimpl) (or (pi)) also hold.

Define A & .
Then, (A, A, —,1) (A, A, <,—,1)) is a quasi-A-semilattice with 1.

Proof. By Proposition 4.34, since (qR1), (Pcomm), (Passoc), (qP1-1) hold, then the properties (qM),
(PEx), (PBB) hold. Since (Re) implies (11-1) and (gM) holds, it follows that A is a quasi-X-algebra.
By Corollary 4.35, the reduct (A4, —,1) is an abelian quasi-residoid (i.e. (qM) and (BB) hold) verifying
(Ex), (B), (D).
By (qB35), (Re) + (Ex) + (B) + (aM) + (qAn) = ((plmpl) (pi)).
Now, by (B1), (pimpl) + (Re) => (L); by (A8), (Re) + (Ex) + (L) = (K).
By (BPR1’), (RP) + (Pcomm) + (K) = (Pleq).
By (A0), (Re) = (S) and (pimpl) + (S) = (pimpl-1).
By (A24), (Re) + (Ex) + (Tr) = (**), and by (qAA6), (qR1) + (K) + (**) + (qM) + (qAn) = (ql1).
](3}' (;*28), (Ex) = (Eq#), and by (¢BBPR1), (PR) + (Re) + (all) + (qAn) + (aM(©)) + (Eq#) =
qPT).
NOW,( by)(qBG5)7 (pimpl-1) 4+ (Pleq) + (PEx) + (Re) + (K) + (Tr) + (¢M) + (qAn) + (@M(®)) + (¢PI)
= (qG).
Finally, since (qAn), (qM), (¢M(®)), (K), (qI1), (Pcomm), (Passoc), (qP1-1) and (qG) hold, now apply
Theorem 4.39. a

)
+

4.7 Quasi-implicative algebras (structures) with product

In this section, we shall study the algebras (structures) having product and being implicative.
We have obtained the following two Galois dual Theorems 4.44 and 4.45.

Theorem 4.44 (See Theorem 3.58 in the regular case)

Let A= (A,—,0,1) (A= (A,<,—,0,1)) be an algebra (structure) with (RP) (i.e. (Re), (Tr) and
(RP) hold), such that the reduct (A,—,1) is an abelian quasi-residoid (i.e. (¢M), (BB) hold) verifying
(¢An), (¢M(®)), (D), (qI1) and (g-impl).

Define z Vy (Y) (x = y) =y and A 0o,
Then, (A,V,—, A1) ((A,<,V,—,A, 1)) is a distributive Dedekind quasi-VA-lattice with last element 1.

Proof. We must prove that (qM), (11-1); (¢M(A)), (¢EqW), (qWid), (Wecomm), (Wassoc), (qW1-1);
(aM(V)), (qEqV), (qVid), (Vcomm), (Vassoc), (V1-1); (qWabsl), (qWabs2); (Wdisl), (Wdis2) hold.
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(@M) holds and (Re) implies (11-1); hence, A is a quasi-algebra. We must prove the rest. Indeed, we
have:
by (qA21), (M) + (BB) + (D) + (qAn) = (Fx);
by (A10°), (Ex) + (BB) — (B);
- by (¢gBIM3), (g-impl) + (Ex) + (B) + (qAn) + (¢M) = (comm);
- by (qBIM5), (g-impl) + (11-1) = (qL(1 — z));
- by (qAA24), (qI1) = ((qL(1 — z)) < (L)), hence (L) holds; - by (A8), (Re) + (L) + (Ex) = (K).
Then, by Theorem 4.24, since (comm), (Re), (qM), (K), (Ex), (qAn) hold, then (A,V,—,1) ((4,<,V,—
,1)) is a quasi-V-semilattice with 1, i.e. (qM), (11-1), (¢M(V)), (qEqV), (qVid), (Vcomm), (Vassoc),
(V1-1) hold. Then, by Theorem 4.5, (V-), (V- -), (Vgeq), (qV=) also hold.
By (BPR1), (PR) + (K) + (Re) + (L) = (Pleq);
- by (¢BPR2), (PR) + (Re) + (Ex) + (qAn) + (¢M) = (PEx);
by (qA15), (M) + (BB) = (**);
o )<A28> (Ex) — (Eq#), and by (qBBPRL), (PR) + (Re) + (Eq#) + (dIl) + (qAn) + (@M(0)) =
qPI
- by (4BG6), (g-impl) + (Pleq) + (PEx) + (Re) + (aM) + (**) + (aM(®)) + (K) + (Tr) + (qAn) +
(aPI) = (qG).
Since (qM), (BB), (qAn), (¢M(®)), (L), (D), (qI1) and (qG) hold, then, by Corollary 4.38, (4, —,A,1
((4,<,—,A,1)) is a quasi-A-semilattice with top element 1, i.e. (qM), (11-1), (¢M(A)) = (¢M(®)),
(qEqW) = (qEqP), (qWid) = (qG), (Wcomm) = (Pcomm), (Wassoc) = (Passoc), (qW1-1) = (¢qP1-1)
hold. Then, by Theorem 4.12, (W-) = (P-), (W--) = (P- -), (Wleq) = (Pleq), (qW=) = (qP=) also hold.
Resuming, (A,V,—,A,1) ((4,<,V,—,A,1)) is both a quasi-V-semilattice and a quasi-A-semilattice
with last element 1.
Now, by (¢BVP3), (Vgeq) + (qEqP) = (qPabsl) and by (qBVP4), (Pleq) + (qEqV) + (Vcomm)
= (qPabs2); hence, (qWabs1) and (qWabs2) hold. Thus, A is a Dedekind quasi-VA-lattice with 1.
Finally, we prove the distributivity:
- By (aBVP1'), (Vgeq) + (qV=) + (P-) + (aM(0)) = (Pdisl-p);
- by (qBVP1”), (RP) + (Vgeq) + (aV=) + (M) = (Pdisl-pp);
then, by (¢BVP1), (Pdisl-p) + (Pdisl-pp) + (gAn) + (qM(V)) + (qM(®)) = (Pdisl); thus (Wdisl)
holds.

~—

- By (aBVP2), (Pleq) + (qP=) + (V-) + (aM(V)) = (Pdis2-p);

—(by (;1BBV3)7 (qVid) + (Vcomm) + (Vassoc) + (qM(V)) = (qVI); by (¢qBBV4), (qVI) + (gM) =
qVI2);

- by (qBVP2”), (Pdisl) + (Pleq) + (Pcomm) + (Vcomm) + (Vassoc) + (V-) + (qV=) + (qVI2) =
(Pdis2-pp);

then, by (¢BVP2), (Pdis2-p) + (Pdis2-pp) + (qAn) + (gM(V)) + (qM(®)) = (Pdis2), i.e. (Wdis2) also
holds. O

Theorem 4.45 (See Theorem 3.59)

Let A= (A,0,—,1) (A= (A,<,0,—,1) be an X-algebra (X-structure) with (RP) (i.e. (Re), (Tr),
(RP)=(PR) hold), such that (Pcomm), (Passoc), (¢P1-1) and also (K), (qAn), (¢M(®)), (¢R1) and (g¢-
impl) hold.

Define A & ®andzVy (@) (z—=y) —vy.
Then A= (A, N, —,V,1) (A= (4, <,A,—,V, 1) ) is a distributive Dedekind quasi-AV-lattice with 1.

Proof. We must prove that (gM), (11-1); (¢M(A)), (q¢EqW), (qWid), (Wcomm), (Wassoc), (qW1-1);
(aM(V)), (qEqV), (qVid), (Vecomm), (Vassoc), (V1-1); (qWabsl), (qWabs2); (Wdis1), (Wdis2) hold.

By Proposition 4.34, the properties (M), (PEx), (PBB) hold. Since (qM) holds and (Re) implies
(11-1), then (A, —,1) is a quasi-algebra, hence A is an abelian quasi-monoid.

By Corollary 4.35, the properties (BB), (Ex), (B), (D) hold.
- By (BPRY’), (PR) 4+ (Pcomm) + (K) = (Pleq);
by (qA15), (M) + (BB) = (**);
- by (4AA6), (aR1) + (K) + (**) + (M) + (qAn) = (all);
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- by (A28), (Ex) = (Eq#), and by (¢BBPR1), (PR) + (Re) + (Eq#) + (qI1) + (qAn) + (¢M(®)) =

(qP1);
- by (¢BG6), (g-impl) + (Pleq) + (PEx) + (Re) + (¢M) + (**) + (¢M(®)) + (K) + (Tr) + (qAn) +
(qPI) = (qG).

Since the properties (K), (qAn), (M), (qM(®)), (qIl), (Pcomm), (Passoc), (qP1-1) and (qG) hold, then,
by Theorem 4.39, (A, A, —, 1) is a quasi-A-semilattice with 1, i.e. (qgM), (11-1), (¢M(A)) = (aM(©®)),
(dEqW) = (qEqP), (gWid) = (qG), (Wcomm) = (Pcomm), (Wassoc) = (Passoc), (qW1-1) = (qP1-1)
hold. Then, by Theorem 4.12, (W-) = (P-), (W- -) = (P- -), (Wleq) = (Pleq), (qW=) = (qP=) also hold.
By (qBIM3), (q-impl) + (Ex) + (B) + (qAn) + (qM) = (comm).
Then, by Theorem 4.24, since (comm), (Re), (M), (K), (Ex), (qAn) hold, then (A4,V,—,1) ((A,<,V,—
,1)) is a quasi-V-semilattice with 1, i.e. (qM), (11-1), (gM(V)), (qEqV), (qVid), (Vcomm), (Vassoc),
(V1-1) hold. Then, by Theorem 4.5, (V-), (V- -), (Vgeq), (¢V=) also hold.
The rest of the proof is the same as the proof of Theorem 4.44. a

4.8 Other new quasi-algebras

We shall introduce the positive implicative, commutative, quasi-implicative quasi-BCK algebras and the
quasi-Hilbert algebras.

4.8.1 Positive implicative, commutative, g-implicative quasi-BCK algebras

Definition 4.46 Let A= (A, —,1) be a quasi-BCK algebra. We say that A is
- positive implicative, if property (pimpl) is satisfied;

- commultative, if property (comm) is satisfied;

- quasi-implicative, if property (q-impl) is satisfied.

Hence we obtain the following results.

Theorem 4.47 (See Theorem 3.62 in the regular case)
A quasi-BCK algebra is positive implicative if and only if the property (pi) holds if and only if the
property (q-pi) holds (or, in a quasi-BCK algebra, we have (pimpl) < (pi) < (q — pi)).

Proof: By (¢B35), (Re) + (Ex) + (B) + (M) + (qAn) = ((pimpl) < (pi)).
By (4B35), (Re) + (Ex) + (B) + (aM) + (al1) + (qAn) = ((pimpl) < (q-pi)). o

Note that, since (comm) = (qAn), by (¢qB12), it follows that a commutative quasi-BCK algebra
can be defined equivalently as an algebra (A, —,1) verifying the properties (comm), (¢M), (B), (C), (K).
Hence, we have the following “quasi-result”, that generalizes Yutani’s result [28] from the the regular case:

Theorem 4.48 The class of commutative quasi-BCK algebras is a variety.

Open problem 4.49 Find if Yutani’s system of axioms [29] ((comm), (M), (Re), (Ex)) for the variety of
commutative BCK algebras can be extended to the variety of commutative quasi-BCK algebras, i.e. if the
shorter system of axioms: (comm), (M), (Re), (Ex) defines also the variety of commutative quasi-BCK
algebras.

Theorem 4.50 (See Theorem 3.64 in the regular case)
In a commutative quasi-BCK algebra, properties (pi) and (g-impl) are equivalent.

Proof. By (¢BIM2”), (comm) + (L) + (K) + (¢M) = ((pi) < (g-impl)). O

Theorem 4.51 (See Theorem 3.65 in the regular case)
Any quasi-implicative quasi-BCK algebra is commutative and positive implicative.
Proof. By (¢qBIM3), (g-impl) + (Ex) + (B) + (¢M) + (qAn) imply (comm). By (qBIMY1’), (g-impl)

+
(BB) + (K) + (gM) + (gAn) imply (pi), and by (qB15), (pi) + (Re) + (Ex) + (B) + (**) + (*) + (L)
+ (qAn) + (gM) imply (pimpl). 0O
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Theorem 4.52 (See Theorem 3.66 in the regular case)
Any commutative and positive implicative quasi-BCK algebra is quasi-implicative.

Proof. By Theorem 4.47, a quasi-BCK algebra is positive implicative if and only if the property (pi)
holds. Then, by (¢gBIM2), (comm) + (pi) + (L) + (K) + (¢M) = (g-impl). 0

Corollary 4.53 (See Corollary 3.67 in the regular case) In a quasi-BCK algebra we have:

(¢ —impl) & ((comm) + (pi) (& (pimpl)))
Proof. By Theorems 4.51 and 4.52. a

4.8.2 Quasi-Hilbert algebras

We introduce the following

Definition 4.54
A quasi-Hilbert algebra (or a gHilbert algebra for short) is an algebra A = (A4,—,1) of type (2,0)
satisfying: for all z,y,z € A,
() z—=(y—z)=1,
(pimpl-1) [ = (y = 2)] = [(z = y) > (@ = 2)] = 1,
(aM) 1= (z—y) =2y,
(qAn) z—oy=l=y—z = 1loxz=1-—y.

We shall prove the following generalizing “quasi-result”:

Theorem 4.55 (See Theorem 3.69 in the regular case)
Quasi-Hilbert algebras are categorically equivalent to positive implicative quasi-BCK algebras.

Proof:

= Let A be a quasi-Hilbert algebra, i.e. (K), (pimpl-1), (M) and (qAn) hold. We must prove that
A is a positive implicative quasi-BCK algebra. Using the group (¢BCK-2) of quasi-properties to define a
quasi-BCK algebra, we must prove that (B), (C), (K), (¢M), (qAn), (pimpl) hold. Note that it remains
to prove that (B), (C) and (pimpl) hold. Indeed, by (qA7’), (¢M) + (K) imply (L); by (¢B20’), (pimpl-1)
+ (L) + (gM) imply (*); by (qA13’), (gM) + (¥) imply (Tr); by (B22), (pimpl-1) + (K) + (Tr) imply

(B); thus (B) holds. Then, by (qB24), (pimpl-1) + (*) + (K) + (M) imply (**); by (B25), (pimpl-1) +
(K) + (Tr) + (**) imply (C); thus (C) holds. Finally, by (¢B26), (pimpl-1) + (K) + (¢M) + (qAn) +
(C) + (**) + (Tr) imply (pimpl).

<=: Let A be a positive implicative quasi-BCK algebra, i.e. (B), (C), (K), (¢M), (qAN) and (pimpl)
hold. We must prove that A is a quasi-Hilbert algebra, i.e. that (K), (pimpl-1), (¢M), (qAn) hold. Note
that it remains to prove that (pimpl-1) holds. Indeed, since (Re) holds in any quasi-BCK algebra, and by
(A0), (Re) = (8), it follows that (S) holds. Then by (S), (pimpl) implies (pimpl-1). O

Corollary 4.56 (see Corollary 3.70 in the regular case)
Any commutative quasi-Hilbert algebra is quasi-implicative.

Proof. By above Theorem 4.55 and by Theorem 4.52. a

Note that:
- any quasi-Hilbert algebra is a quasi-algebra, since (¢M) and (11-1) hold, by (qA3”);
- a quasi-Hilbert algebra is quasi-subtractive [16], by (qA35);
- any quasi-Hilbert algebra satisfying (M) is a Hilbert algebra.

Denote by gqRM, qRML, qBCI, gBCK, qHilbert the classes of quasi-RM algebras, of quasi-RML
algebras, of quasi-BCI algebras, of quasi-BCK algebras and of quasi-Hilbert algebras, respectively. We
have then the expected Hierarchy 2 from Figure 8.

The theory of quasi-algebras (quasi-structures) will be continued with the bounded case and with the
study of the negation, in part III.
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gBCI (pimpl)=(pi)
qBCK

qHilbert

Figure 8: Hierarchy 2

5 Exemples of finite quasi-algebras

Example 5.1 Let us reconsider the algebra A; = (A; = {a,b,¢,d,1},—,1) from ([16], Example 6.6),
represented by the Hasse diagram in Figure 9, with the table of — presented below. A; is a regular BCK
algebra which does not verify: (pimpl) for d,d, ¢; (comm) for a,c; (impl) for ¢,a. It has not the property
(P), because, for example, a © b = min{z | a < b — 2z} = min{a, b, ¢,d, 1} does not exist.

The associated quasi-BCK algebra Al = (A} = {a,b,c,d,m,1},—,1), obtained from A; by adding
a paralel element m to a, represented by the quasi-Hasse diagram also in Figure 9, with the table of —
presented below, does not verify: (pimpl) for d,d, c¢; (comm) for a,¢; (q-impl) for ¢,a. R(A}) = A;.

1 1

Ay A
BCK algebra quasi-BCK algebra

Figure 9: A regular BCK algebra A; and an associated quasi-BCK algebra A} which are not: positive
implicative, commutative, (q-)implicative

Ay

~aoe ol
[VERCEECENCE
oo o =g
0O AR RRO
QO = |
P |
oo T T RT|IT
[T N = = s N
=
il el e e

R
~B oo ol
SIS I R
T YN

Example 5.2 Let us consider the algebra As = (As = {a,b, ¢, 1}, —, 1), represented by the Hasse diagram
in Figure 10, with the table of — presented below. A5 is a commutative regular BCK algebra, which
does not verify: (pimpl) for b, a,c; (impl) for a,b. It has not the property (P), because, for examples,
a®a=min{z | a <a— z} =min{a, b, c,1} does not exist.
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The associated quasi-BCK algebra A} = (A3 = {a,b, ¢, d, e, f,1},—, 1), represented by the quasi-Hasse
diagram also in Figure 10, with the corresponding table of —, is commutative and does not verify: (pimpl)
for b, a, c; (g-impl) for a,b. R(A}) = As.

1 ¢ ;
a e .\a'
b ¢ d b ¢
As Al
comm. BCK algebra comm. quasi-BCK algebra

Figure 10: The commutative regular BCK algebra A, and the associated commutative quasi-BCK algebra

A

—la b ¢ d e f 1
all a a a 1 1 1
—»la b c 1 b1 1 a 1 1 1 1
a |l a a1l cl|1 a 1 a 1 1 1
1
Az bl 1 oa il gl a1 11
c |1 a 1 1
1la b ¢ 1 e |1l a a a 1 1 1
fla b ¢ b a 1 1
1|/a b ¢c b a 1 1

Example 5.3 Let us consider the algebra A3 = (A3 = {a,b, ¢, 1}, —, 1), represented by the Hasse diagram
in Figure 11, with the table of — presented below. Ajs is a positive implicative regular BCK algebra -
hence a Hilbert algebra - which does not verify: (comm) for a,b; (impl) for b,a. It has not the property
(P), because, for example, ¢ © ¢ = min{z | a < ¢ — z} = min{a, b, ¢,1} does not exist.

The associated quasi-BCK algebra A} = (A} = {a,b,¢,d,e,1},—,1), represented by the quasi-Hasse
diagram also in Figure 11, with the corresponding table of —, is a quasi-Hilbert algebra, which does not
verify: (comm) for a, b; (q-impl) for b,a. R(A}) = As.

1 1 e
b b
a c a C d
As Al
Hilbert algebra quasi-Hilbert algebra

Figure 11: The Hilbert algebra A3 and the associated quasi-Hilbert algebra A}
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—]la b ¢ d e 1

—>‘ab c 1 all 1 ¢ ¢ 1 1
al|l 1 ¢ 1 b|la 1 ¢ ¢ 1 1
A3 b la 1 ¢ 1 A cla b 1 1 1 1
cla b 1 1 dla b 1 1 1 1

1 |a b ¢ 1 ela b ¢ ¢ 1 1

1|a b ¢ ¢ 1 1

Example 5.4 Let us consider the algebra Ay = (A4 = {a,b,1},—, 1), represented by the Hasse diagram
in Figure 12, with the table of — presented below. A4 is an implicative regular BCK algebra - hence
commutative and positive implicative also. It has not the property (P), because, for example, a ® b =
min{z | a < b — z} = min{a, b, 1} does not exist.

The associated quasi-BCK algebras A} = (A} = {a,b,¢,d, 1}, —,1) and A% = (A2 = {a,b,c,d,e, f, 1}, —
, 1), represented by the quasi-Hasse diagrams also in Figure 12, with the corresponding tables of —, are g-
implicative quasi-BCK algebras, hence commutative and positive implicative also. R(A}) = R(A3%) = Ay.

1 d 1 d 1 f
a b c a b ¢ a b e
Ay Al A
impl. BCK algebra g-impl. BCK algebra g-impl. ¢BCK algebra

Figure 12: The implicative regular BCK algebra A, and the g-implicative quasi-BCK algebras A}, A2

—]la b ¢ d e f 1

—la b ¢ d 1 all b 1 1 b 1 1

—|a b 1 all b 1 1 1 bla 1 a 1 1 1 1
a|l b 1 . bla 1 a1 1 , c¢|1 b 1 1 b 1 1
Acpla 11 Al b 111 M dla b a1l b o1
1|a b 1 d|la b a 1 1 ela 1 a 1 1 1 1
1 /la b a 1 1 fla b a 1 b 1 1

1|/a b a 1 b 1 1

Example 5.5 Let us consider the set A = Z~ U {1}, ie. A ={...,—3,-2,—1,0,1}, where the poset
(A,<,1) is a lattice with last element 1. Consider on A the Lukasiewicz implication (residuum)
— 1, given by: for all z,y € A,

1, if <y
y—x+1, if x>y,
hence the table of —, is the following:

T —L Y=

=L |... 3 -2 -1 0 1
3 /... 1 1 1 1 1
2 /... 0 1 1 1 1
-1 (... -1 0 1 1 1
0 .02 -1 0 1 1
1 -3 -2 -1 0 1

Then, A= (A,—1,1) (A= (A,<,—1,1)) is a BCK algebra (structure).
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A is commutative: indeed, by (K) (y < x —p y), for all z,y € A,

notation o l=ry=y, if x< Y
Left = (x—>Ly)—>Ly—{ —z+1)sry=y—(y—z+1)+l=z i x>y, and
. notation o 1 —L T =, if Yy <z
nght o CU_>L:I;>_>L$_{(I?J+1)4)L:EI(Iy+1)+1y’ 1f y>1;,
_pipe— )y i<y,
hence Left = Right = { v if x>y
A is with (P): indeed, for all z,y € A,
m@y(dfzp) mn{z|z<y—=pz=z—y+1}=min{z |z >z+y—1} =2+ y— 1. Tt follows that the
table of ® is the following:
©ol... 3 -2 -1 0 1
3., 7 6 -5 -4 -3
2|... 6 5 -4 -3 -2
1., -8 4 -3 -2 -1
oO(... 4 -3 -2 -1 0
1y... 3 -2 -1 0 1

Consequently, A is a commutative BCK(P) algebra. Hence, we can apply Theorem 3.79 to find
more on it (note that ® # A). Remark also that, by taking finite segments (subalgebras) [m, 1] = {n | m <
n < 1} C A, for all m € Z, then we obtain the finite (bounded) Weisberg algebras L, L3, ... described in
([14], paragraph 4.1.1).

If, for example, we add one parallel element a to 1, i.e. we have the following quasi-lattice with 1:

References

[1] F. Bou, F. PaoL1, A. LEpDA, H. FREYTES, On some properties of quasi-MV algebras and v/quasi-
MYV algebras. Part II, Soft Comput., 12 (4), pp. 341-352, 2008.

[2] F. Bou, F. PaoL1, A. LEDDA, M. SPINKS, R. GIUNTINI, The Logic of Quasi-MV algebras, Journal
of Logic and Computation, 20, 2, pp. 619-643, 2010.

[3] D. BUSNEAG, S. RUDEANU, A glimpse of deductive systems in algebra, Cent.Eur. J. Math., 8 (4),
pp. 688-705, 2010.

[4] C. C. CHANG, Algebraic analysis of many valued logics, Trans. Amer. Math. Soc. 83, pp. 467-490,
1958.

[5] A. DIEGO, Sur les algebres de Hilbert, Ph. D. Thesis, Collection de Logique math., Serie A, XXI,
Gauthier-Villars, 1966 (traduction faites d’apres la These édi’ee en langue espagnole sous le titre:
Sobre Algebras de Hilbert, parue dans la Collection notas de Logica Matematica, Univ. Nacional del
Sur, Bahia Blanca, 1961).

[6] J.M. FoNT, A. J. RODRIGUEZ, A. TORRENS, Wajsberg algebras, Stochastica Vol. VIII, No. 1, pp.
5-31, 1984.

[7] R. GIUNTINI, Weakly linear quantum MV algebras, Algebra Universalis, 53, 1, pp. 45-72, 2005.
Fundamenta Mathematicae, vol. 37, pp. 63-74, 1950.

[8] D. HILBERT, Die Logischen Grundlagen der Mathematik, Mathematischen Annalen, 88 Band, pp.
151-165, 1923.

[9] D. HiLBERT, P. BERNAYS, Griindlagen der Math., Erster Band, Berlin, 1934.

80



[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]
[18]

[19]

[20]

[21]
[22]
[23]
[24]

[25]
[26]

[27]
[28]

[29]

T. KowaLskl, F. Paori, M. SPINKs, Quasi-subtractive varieties, J. Symb. Log. 76 (4), pp. 1261-
1286, 2011.

T. KOwALSKI, F. PAOLI, On some properties of quasi-MV algebras and v/quasi-MV algebras. Part
III, Rep. Math. Logic, 45, pp. 161-1999, 2010.

T. KowaLskl, F. PaoLl, Joins and subdirect products of varieties, Algebra Univers. 65, pp. 371-391,
2011.

Y. Imal, K. ISEKI, On axiom systems of propositional calculi XIV, Proc. Japan Academy, 42, pp.
19-22, 1966.

A. TORGULESCU, Algebras of logic as BCK algebras, Academy of Economic Studies Press, Bucharest,
2008.

A. TorGULESCU, New generalizations of BCI, BCK and Hilbert algebras - Parts I, I1, J. of Multiple-
Valued Logic and Soft Computing, Vol. 27, No. 4, 2016, 353-406, 407-456 .

A. TorGULESCU, Quasi-algebras versus regular algebras - Part 1, Scientific Annals of Computer
Science, vol. 25 (1), 2015, pp.1-43 (doi: 10.7561/SACS.2015.1.ppp).

K. ISEKI, An algebra related with a propositional calculus, Proc. Japan Acad., 42, pp. 26-29, 1966.

K. Iséki, S. TANAKA, An introduction to the theory of BCK-algebras, Math. Japonica 23, No.1,
pp. 1-26, 1978.

P. JipseN, A. LeEppA, F. PaoLl, On some properties of quasi-MV algebras and v/quasi-MV
algebras. Part IV, Rep. Math. Logic, 48, pp. 3-36, 2013.

A. LeEpDA, M. KoNIG, F. PAaoLl, R. GIUNTINI, MV Algebras and Quantum Computation, Studia
Logica, 82, 2, pp. 245-270, 2006.

L. LEUSTEAN, Representations of Many-valued Algebras, Editura Universitard, Bucharest, 2010.
D.J. MENG, BCl-algebras and abelian groups, Math. Japonica, 32, pp. 693-696, 1987.
D.J. MENG, Y.B. Jun, BCK-algebras, Kyung Moon SA Co., Seoul, 1994.

F. Paori, A. LEDDA, R. GiuNTINI, H. FREYTES, On some properties of quasi-MV algebras and
V'quasi-MV algebras. Part I, Rep. Math. Logic, 44, pp. 31-63, 2009.

D. Piciu, Algebras of Fuzzy Logic, Editura Universitaria Craiova, Craiova, 2007.

S. RUDEANU, On relatively pseudocomplemented posets and Hilbert algebras, Analele stiintfice ale
Universitatii “Al. I. Cuza” din Iagi, Tom XXXI, s. I a, 1985 (supliment), 74-77.

S. TANAKA, On A-commutative algebras, Math. Seminar Notes (Kobe University), 3, VIII, 1975.

H. Yutani, The class of commutative BCK-algebra is equationally definable, Math. Seminar Notes
(Kobe University), 5, pp. 207-210, 1977.

H. YuTaNi, On a system of axioms of a commutative BCK-algebra, Math. Seminar Notes (Kobe
University), 5, pp. 255-256, 1977.

81



