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Institutional parchments provide algebraic presentations of logics for-
malized as institutions by using initial-algebra semantics to define both
the syntax of sentences and their evaluation in models. In this paper, we
advance a notion of stratified parchment that is adapted to presenting
institutions where the satisfaction relation between models and sentences
is parameterized by model states. We show how stratified parchments can
be used to capture logical connectives, and introduce parchment addenda,
which allow connectives to be transported between logical systems by
means of universal category-theoretic constructions.
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1 Introduction

The model-theoretic approach to formalizing the intuitive notion of logical system
has led to the development of several families of categorical frameworks that focus
on different aspects of logics. In increasing order of complexity, we have: specifi-
cation frames [EG94], which account for categories of models indexed by abstract
specifications; institutions [GB83; GB92], which show how specifications can arise
from signatures and sentences that are connected to models by means of abstract
satisfaction relations; from the same authors, we also have charters [GB86], which
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generate institutions out of adjunctions between categories of syntactic entities;
and parchments [GB86], which present charters by means of initial, term algebras
that capture the abstract syntax of sentences. Each of those frameworks include
specialized categorical structures — and corresponding theories built around them
— to cater for various aspects of logics or logical phenomena that are particular to
some application domain. For example, general logics [Mes89] provide support for
syntactic entailment [see also Mos+07], context institutions [Paw95] include explicit
open formulae and valuations, substitution systems [TF17] focus on logical systems
used in logic programming, and stratified institutions [AD07] capture logics where
the satisfaction relations between models and sentences are parameterized by so-
called states of models. Likewise, for parchments, we have A-parchments [MTP97a],
model-theoretic parchments [MTP97b], and c-parchments [Cal+01], all of which
support theories that tackle the difficult problem of combining logics.

In this paper, we introduce stratified parchments as a form of model-theoretic
parchments that are specifically designed to present stratified institutions. Compared
with previous notions of parchment, which rely on many-sorted algebra, stratified
parchments integrate initial-algebra semantics with power-set algebras, which can be
regarded as algebras with power sets as carriers. This makes stratified parchments
particularly well suited for dealing with logical connectives, whose semantics can
naturally be presented in terms of operations on sets. To illustrate their use, consider
a sentence of the form p A ¢, say in basic modal logic, which can be viewed as a
term over an algebraic signature where A is a binary operation symbol. Then, in any
Kripke structure (W, M), the sentence p A ¢ holds precisely at those possible worlds
(or states, in terminology that is specific to stratified institutions) where both p and
g hold. We capture this property by defining a power-set algebra for (W, M) that
interprets the conjunction as intersection (applied to sets of states).

Another distinctive attribute of stratified parchments is that, for any signature ¥ —
meant to introduce non-logical symbols such as p and ¢ in the example above — we
impose no special constraints on the algebraic signature L(X) that defines the syntax
of Y-sentences, and also no constraints on the power-set algebras that correspond to
Y¥-models. This means that, unlike [GB86; and also MTP97b; Cal+01], we do not
require L(X) to contain a distinguished sort % of sentences, nor to interpret any of
the sorts in L(X) as a set of truth values. Instead, in the stratified approach, all
the sorts in L(X) may be regarded as sentence types, and their interpretations in
power-set algebras correspond to (sets of) sets of states where certain properties hold.
Admitting multiple sentence types turns out to be convenient for formalizing logics
with quantifiers, because every set X of variables may be regarded as the type of
open formulae with variables in X — in that case, the semantics of such a formula is
given by the set of all valuations of X for which the formula holds.

Within this framework, we examine a simplified form of logic combination whereby
a given base logic, formalized as a stratified parchment, can be extended by ‘borrowing’
logical connectives that are defined externally, in another stratified parchment. To



that end, we introduce parchment addenda, which may be seen as recipes for
borrowing connectives. We define concrete addenda for logical connectives used
in modal and first-order logics, and study conditions that allow multiple addenda
can be sequentially applied to a parchment. Then we show that most addenda
can be equivalently presented as cospans in a category of morphisms of stratified
parchments, and that extending a base parchment along given addenda is the same
as taking limits of their corresponding cospans. The advantage of this connective
and addenda-oriented construction, as opposed to using arbitrary limits, is that it
yields results that require no further adjustments — which is known to be a recurring
complication in combining parchments by means of universal constructions.

The paper is organized as follows. In Section 2, we review basic notions from many-
sorted algebra and briefly present power-set algebras. In Section 3, we introduce the
concept of stratified parchment, give a few examples, and establish the connection
with stratified institutions. In Section 4, we discuss addenda and demonstrate how
they can be used to build parchments of modal and first-order logics. Finally, in
Section 5, we introduce morphisms of stratified parchments and show that parchment
extensions along addenda can often be obtained through iterated pullbacks.

2 Algebraic preliminaries

The framework we propose in this paper makes ample use of many-sorted algebra.
Hence, to fix notations and terminology, we begin by recalling a few elementary
algebraic concepts and facts. For details, see, for instance, the monograph [ST11].

An algebraic signature is a pair (S, F'), where S is a set whose elements we call
sorts, and F is a family of sets Fy,_,s of operation symbols indexed by arities w € S*
and sorts s € S. We often write o: w — s to indicate that ¢ is an operation symbol
of arity w and sort s. In addition, we denote the empty arity by ¢ and refer to the
elements of F._,s as constant-operation symbols of sort s.

An (S, F')-algebra A interprets each sort s € S as a set As, called the carrier set
of s in A, and each operation symbol o: w — s in F as a function A,: A, — As,
where Ay, = Ag; X Ag, X -+- X Ay, for w = s189 -+ 8,. An (S, F)-homomorphism h
between algebras A and B is an S-sorted function h: A — B such that, for every
operation symbol o: w — s in F, we have hs(Ay(a)) = By(hy(a)) for all a € Ay,
where hy,: Ay — By is the obvious extension of h to tuples of type w.

For every algebraic signature (S, I), there is a particular algebra, denoted T'g r)
or just Tr when S can be easily inferred, whose elements are terms built from
the operation symbols in F'. Its carriers form the least S-sorted set T such that
“o(t)” € Tp,s for all operation symbols o: w — s in F' and all tuples ¢t € Tp,.
In addition, the algebra Tz interprets each operation symbol o: w — s in F' as
the function T, that maps every tuple t € Tg,, to the term “o(t)” € Trs. The
characteristic property of T is that, for any (S, F')-algebra A, there exists a unique



‘evaluation’” homomorphism Tr — A. We denote the image of a term ¢ under that
homomorphism — i.e., the evaluation of the term ¢t in A — by As.

Algebraic signature morphisms ¢: (S, F) — (S, F’) map sorts s € S to sorts
©(s) € S" and operation symbols o € F,,_,5 to symbols ¢(o) € Fé(w)ﬁw(S)’ They
determine contravariant reductions of algebras where, for every (S’, F')-algebra A’,
A, is the (S, F)-algebra given by (A'[,)c = A:a( o) for all sorts or operation symbols
¢ in (S, F). The same holds for (S’, F’)-homomorphisms.

Power-set algebras are algebras whose carrier sets are power sets. To be more
precise, a power-set (S, F')-algebra A interprets each sort s € S as a set As — just
like ordinary algebras do — and each operation symbol o: w — s in F' as a function
Ay P(A)w — P(A)s, where P(A) is the S-sorted set given by P(A)s = P(As) for
all s € S. We say that an S-sorted map h: A — B between power-set (S, F')-algebras
preserves an operation symbol o: w — s in F when hs(Ay (X)) C By(hyw(X)) for
all X € P(A)y, and that it reflects o when the opposite inclusion holds. Therefore,
power-set maps h: A — B that preserve and reflect all the operation symbols in F'
are ordinary (S, F')-homomorphisms between the algebras A and B.

Besides many-sorted algebra, throughout the paper we assume familiarity with ba-
sic notions of category and institution theory; we refer the interested reader to [Dia08;
ST11] for a detailed introduction to institutions. The category-theoretic terminology
and notations that we use are primarily based on [Mac98], except for the composition
of morphisms f and g, which we prefer to write in diagrammatic order as f ; g,
and for natural transformations, which we write using a double arrow. We let Set
denote the category of sets and functions, AlgSig denote the category of algebraic
signatures and their morphisms, and Cat denote the higher category of categories
and functors. We also let PAlg be the contravariant functor AlgSig — Cat that maps
(a) every algebraic signature (S, F') to the category PAlg(S, F') whose objects are pow-
er-set (S, F')-algebras and whose arrows are S-sorted maps; and (b) every signature
morphism ¢: (S, F) — (S, F') to the functor PAlg(p): PAlg(S’, F') — PAlg(S, F)
given by PAlg(p)(A") = A’[, for all power-set (S', F")-algebras A’.

3 Many-sorted strata

Stratified parchments arise from the combination of two main ideas, each of which
underlies an important line of development in institution theory. On the one hand,
there is the idea that the sentences of a logic can be introduced as terms over carefully
designed algebraic signatures, which then allows for evaluating sentences in models
using the initiality property of the term algebra. This is the approach taken in
institutional parchments [e.g., GB&86; MTP97b; Mos+14]. On the other hand, there
is an idea that stems from work on stratified institutions [AD07; Dial7] — and is
emblematic of conventional modal logics [BRV01] — according to which models can
be equipped with states where sentences are evaluated; hence, the evaluation of a



sentence in a model gives rise, in this setting, to a many-valued outcome consisting
in the set of all states where that sentence holds. We bring these views together by
adding a corresponding algebraic structure on sets of model states.

Definition 3.1. A stratified parchment is a tuple (Sig, L, Mod, K) consisting of:
e a category Sig of signatures and signature morphisms;

e a language functor L: Sig — AlgSig defining, for every signature X, a ‘grammar’
L(X) of X-sentences — in the form of an algebraic signature — and, for every
signature morphism ¢: 3 — ¥/ a syntax-translation map L(p): L(X) — L(X');

e a model functor Mod: Sig®® — Cat defining, for every signature X, a category
Mod(X) of 3-models and homomorphisms and, for every signature morphism
p: X — Y a model-reduction functor Mod(p): Mod(X') — Mod(X); and

e a stratification lax natural transformation K: Mod = L°P ; PAlg defining, for
every signature X, a state-space functor Ks: Mod(X) — PAlg(L(X)) and, for
every signature morphism ¢: ¥ — Y/, a state-reduction natural transformation
K, : Ky ; PAlg(L(p)) = Mod(p) ; Kx

such that, for every signature morphism ¢: ¥ — ¥/ and every ¥'-model M’, the map
K, (M') preserves and reflects the interpretation of all symbols in L(X).

Notations and terminology When dealing with multiple stratified parchments,
we use names as superscripts to distinguish the components of various parchments.
For example, we may write Sig® to denote the category of signatures of a parchment
S, and K‘g to denote the stratification for a signature 3 in a parchment S.

Given a signature X, we let L(X) = (ST(X),LC(X)). We refer to the elements
of ST(X) as sentence/stratum types of 3, to the constant-operation symbols in
LC(X)es as X-primitives of type s € ST(X), and to the operation symbols in
LC(X)4—s, for non-empty a € ST(X)™ and s € ST(X), as logical connectives of arity
a and type s. We also refer to the L(X)-terms of sort s as 3-sentences of type s. So,
a sentence is either a primitive (e.g., an atomic statement) or a compound expression
obtained from primitives through repeated applications of logical connectives.

To anticipate the connection with stratified institutions, for every ¥-model M and
every stratum type s € ST(X), we also denote the carrier Ks;(M)s of s in Ky (M) by
[M]s, and we refer to the elements of [M]s as states of M of type s.

In order to simplify the notations used, we follow a common practice in institution
theory and write ¢(s), ¢(k), and ¢(p) for the translation of a stratum type s, logical
connective k, or sentence p, respectively, along the algebraic signature morphism
L(p). We also denote the reduct functor Mod(yp) by _[,, and we say that a model
M is the p-reduct of M', or that M’ is a p-expansion of M, whenever M = M'[,,.
Under these notations, the map K, (M’) that captures the reduction of the states of



a Y-model M’ along a signature morphism ¢: ¥ — Y/, yielding states of the reduced
Y-model M'[,, may also be written as K,(M'): Ky (M')[1,,y = Ke(M'[,). When
the context allows it, we may further overload the reduct notation, and denote the
¢-reduct K,(M')(w') of a state w’ of M' by w'[,.

Strict stratifications All examples and most of the results that we present herein
concern strict stratified parchments, i.e., parchments whose stratification is a strict
natural transformation. In other words, for every signature morphism ¢: ¥ — ¥’ and
Y’-model M’ in such a parchment, the state-reduction map K, (M") is an identity.
This leads to a much simpler conceptual framework that is convenient for introducing
parchment addenda and combinations of logical connectives in the later parts of the
paper. However, in general, stratified parchments need not be strict. We use the
original lax definition when discussing the connection between stratified parchments
and stratified institutions, and the strict variant in most other places.

Example 3.2 (MPL). Modal logic [BRV01] provides some of the simplest yet
instructive examples of stratified institutions and parchments. For instance, let MPL
be the strict parchment of modal propositional logic — which, by the subsequent
Proposition 3.6, can be shown to correspond to the stratified institution of modal
propositional logic [Dial7]. The signatures of MPL are sets of propositional symbols,
while signature morphisms are ordinary functions; hence SigMF" = Set. For every
signature P, LMPL(P) is the algebraic signature given by:

sort Sen

ops “p”: e — Sen [for every p € P]
false: ¢ — Sen
=: Sen Sen — Sen

O Sen — Sen

For every function ¢: P — P', LMPL(

) is the algebraic signature morphism that
maps “p” to “p(p)” for every propositional symbol p € P and leaves unchanged all
other operation symbols — i.e., Boolean and modal connectives — in LMPL(P).

The models in ModMPY(P) are Kripke structures (W, M) where:

o W is a Kripke frame consisting of a set |W| whose elements are called possible
worlds and a binary accessibility relation Wy on |W|, and

e M is a function assigning a subset M (w) C P to every possible world w € |[W/|.

Homomorphisms (Wi, M) — (Wa, Ms) are functions h: |[Wi| — |Wa| such that
h(W; x) € W5 5, meaning that h is a frame homomorphism, and M;(w) C Ma(h(w))
for every possible world w in Wj. The reduction of a P’-model (W’ M') along a
function ¢: P — P’ is the Kripke structure (W', M) with the same possible worlds



and accessibility relation as the original model and with M (w) = ¢~ (M'(w)) for all
w € [W'[. Similarly, for P’-homomorphisms h', we have h'[, = h'.

Concerning the stratification of MPL, for every Kripke structure (W, M) of signa-
ture P, K¥PL(W, M) is the power-set algebra with KMFL (W, M)g.,, = |W| and

o KRPH(W, M)y = {w € [W]|pe M(w)},
. KgPL(W M)false—®

o KpPH W, M) (U, V) =W\ (U\V),

o KEPL(W, M)o(U) = Wy (V).

Kripke-structure homomorphisms h: (Wy, M;) — (Wa, Ma) are, once more, left
unchanged, in the sense that KMPL(h) g, = h.

The basic modal logic presented above knows many variations in the modal-logic
literature. Many of them have already been formalized as stratified institutions [see
Dia22b], and all those formalizations can be easily adapted as examples of modal
stratified parchments. The variations we mentioned typically go in two directions:
extensions of the base logic, essentially replacing propositional logic with richer logics
that may support, for instance, quantifiers or other complex features — see [FM98]
and [DS07] for an institutional account; or changes of the modal ‘layer’ of the logic.
The latter may be restricted, which means imposing constraints on the accessibility
relations of Kripke structures; for example, they may be required to be reflexive,
preorders, or equivalences, leading to the T, S4, or S5 variants, respectively, of modal
propositional logic. Or it can be extended by considering additional accessibility
relations — and new corresponding modal operators — or by allowing the arities of
the accessibility relations to be arbitrarily large instead of being binary. Going
further, we may also consider different modal operators such as the local-satisfaction
operators used in hybrid logics [Bla00]. To simplify the presentation, and because
most of the features of those logics are either Boolean, modal, or first-order, in the
sense that they involve first-order quantifiers, in this paper we refer only to modal
proportional logic and to first-order logic, which we discuss next.

Example 3.3 (FOL). When formalized as a stratified institution [e.g. Dial7; Dia22a;
Tut23], first-order logic typically presents proper lax stratifications because the model
states are structurally tied to the signatures over which they are defined. Here, we
give an alternative formalization as a strict stratified parchment denoted FOL.

Many-sorted first-order signatures extend the algebraic signatures presented in
Section 2 with distinguished sets of predicate symbols, while signature morphisms
are structured families of functions that map sorts to sorts, operation symbols to
operation symbols, and predicate symbols to predicate symbols — see, e.g., [GB92;
Dia08] for details on how to formalize first-order logic as an institution, as most of
those constructions apply nearly verbatim to stratified parchments.



To define the language functor of FOL, let a first fix a set Var of variable names.
For every first-order signature 3, with S as its underlying set of sorts, a >-variable
is a pair (v, s), usually denoted v: s, where v € Var is its name and s € S is its
sort. A block of Y-variables is just a set of variables such that different variables
have different names. Blocks of variables may also be regarded as S-sorted sets X
of variable names such that X3 N X; = () for any pair of distinct sorts s,t € S. We
often switch between these views depending on which one is more convenient.

For every first-order signature ¥, LFOL(X) is the algebraic signature given by:

sorts F'm(X) [for every block of X-variables X]

ops “p”: e = Fm(X) [for every atomic ¥-formula p with free variables in X]
false: e = Fm(X)
=: Fm(X) Fm(X) — Fm(X)
Haz: s} Fm(X) — Fm(X \ {z: s}) [for every variable z: s in X]

Signature morphisms ¢: 3 — Y’ translate blocks of Y-variables X to blocks of
Y/-variables p(X) given by o(X)y = U{Xs | s € ¢71(s')}. Consequently, LFOL (i)
maps types Fm(X) to Fm(p(X)), atomic formulae p to ¢(p) — consult, e.g., [GB92]
for more details — and quantification operators 3{x: s} to I{z: p(s)}.

Models, model homomorphisms, and reducts are defined as usual in institutional
formalizations of first-order logic: for instance, ¥-models M interpret sorts s in X
as sets Mg, operation symbols o: w — s as functions M, : M,, — M, (similarly to
algebras), and predicate symbols 7: w as relations M, C M,,.

For every block of ¥-variables X, and every Y-model M, a state of type Fm(X)
of M is simply an M-valuation of X, by which we mean a function

v | J{Xs | s€ St — | J{Ms | s €S and X, #0},

where S is the underlying set of sorts of X, such that v(xz) € M; for all s € S and
x € X;. We write [ X — M] for the set of all M-valuations of X; v\ {x: s} to denote
the restriction of a valuation v € [X — M] to X \ {z: s}, for x € Xg; v+ {z: s}
for the set of all valuations v € [X — M] such that v\ {z: s} = u; and M,v F p to
indicate that an atomic formula p is holds in a model M for a valuation v.

Then KECT (M) is the power-set algebra with KEOL(M)Fm(X) =[X — M] and

o KEOL(M)pp ={v e [X = M]| M,vE p},
o« KEO (M) jutse = 0,

« KSPM M) (U, V) = [X = M\ (U\ V),
o KEOUM(M)ape: (V) ={o\{z: s} [veV}

Given a first-order X-homomorphism h: M; — M> and a block X of Y-variables,
KEYOL(R) () is the function [X — Mi] — [X — M) that maps every M-valuation
vy of X to the Ms-valuation vg given by ve(x: s) = hs(vi(z: s)).



For every signature morphism ¢: ¥ — ¥/, every ¥'-model M’, and every block of
Y-variables X, notice that [X — M'[,] = [¢(X) — M']. This allows us to define the
state reduction KEOL(M’)Fm(X) as id[,(x)—m]- It ought to be noted, however, that
different formalizations of valuations — e.g., as many-sorted functions — may lead to
stratification natural transformations that are not strict [see Dial7].

Example 3.4 (Connectives). The logical connectives used in Examples 3.2 and 3.3
can also be considered in isolation and formalized so as stratified parchments. For
example, the Boolean implication may be captured by a strict parchment C_,. over
Set (viewed as a category of signatures) where:

« The functor L maps every set S to the algebraic signature L= (S) given by:

sorts s [for all s € S|
ops =: S5 — S

e The model functor Mod®= maps every set S to the category of S-sorted sets.

e For every S-sorted set A, Kg? (A) is the power-set algebra that interprets every
sort s € S as Ag and the binary operation symbol =: ss — s, for every sort
s € S, as the function mapping subsets U,V C A, to As \ (U \ V).

Similar parchments may be defined for other Boolean operators. We denote them by:
Craise for falsity, interpreted as the empty set; Cypye for truth, interpreted as the total
set; C-, for negation, interpreted as complementation; C, for conjunction, interpreted
as intersection; Cy for disjunction, interpreted as union; etc.

To capture modal operators and quantifiers in the same way, we need parchments
whose models have a richer structure. Take, for example, the possibility operator.
We formalize it by a strict parchment C¢, over Set as follows:

o The functor L¢ maps every set S to the algebraic signature L (S) given by:

sorts s [for all s € 5]
ops O: s — s

« The model functor Mod®® maps every set S to the category of S-sorted Kripke
frames, by which we mean S-sorted sets W equipped with a binary accessibility
relation Wy, 4 on Wy for each sort s € S. When S = {s} is a singleton, we
obtain the more familiar notion of Kripke frame, where |W| = Wj.

e For every S-sorted frame W, KgQ(W) is the power-set algebra with the same
carriers as W that interprets the symbol <¢: s — s, for every sort s € S, as the
function mapping subsets U C W to W/;ls(U )



The necessity operator can be formalized similarly, by defining Kg‘j (W) as the
power-set algebra with the same carriers as W that interprets the symbol O: s — s
as the function mapping subsets U C Wy to {w € Wy | W), s(w) C U}.

For quantifiers, following the parchment formalization of first-order logic in Exam-
ple 3.3, we begin with a fixed set Var (typically countable) of variable names. Then
C3 is the strict stratified parchment over Set such that:

« The functor L maps every set S to the algebraic signature L¢3 (S) given by:

sorts F'm(X) [for every S-indexed block of variables X]
ops IH{x: s}: Fm(X) — Fm(X \ {z: s}) [for every variable x: s in X]

« The model functor Mod®® maps every set S to the category of S-sorted sets.

e For every S-sorted set A, Kgﬂ (A) is the power-set algebra that interprets every
type Fm(X) in LE3(S) as the set [X — A] of A-valuations of X and every
operation symbol 3{z: s}: Fm(X) — Fm(X \ {z: s}) as the function mapping
sets V of A-valuations of X to {v\ {z: s} |veV}

Universal quantifiers can be defined analogously by letting KgV(A) be the power-set
algebra that interprets operation symbols V{z: s}: Fm(X) — Fm(X \ {z: s}) as
functions given by V = {u € [X \{z: s} = A] |u + {z: s} CV}.

Satisfaction relations The stratification functors Ky, enable us to define local
satisfaction relations between models and sentences using ordinary set membership.
For every type s € ST(X), X-model M, state w € [M]s, and X-sentence p of type s,
we write M Y p, and read M satisfies p at w, if and only if w € Ky (M),,.

Remark 3.5. When, for every signature X, the grammar L(X) is single-sorted and
consists only of constant symbols — disregarding the syntactic structure of sentences —
we recover the usual notion of stratified institution [Dial7]. In that case, it is fitting
to replace the language functor L with a sentence functor Sen: Sig — Set and the
stratification K with a lax natural transformation [_]: Mod = Set (where by Set
we mean the constant functor Sig®® — Cat that maps every signature X to Set and
every signature morphism to idse;) together with the signature-indexed family of
satisfaction relations Fyx; between Y-models and Y-sentences introduced above. Hence
stratified institutions are tuples of the form (Sig, Sen, Mod, [ ], F).

The preservation and reflection properties of the state-reduction maps K, (M)
from Definition 3.1 then correspond to the institution-theoretic satisfaction condition
for o: for every ¥'-model M, state w’ € [M'], and X-sentence p, we have

M'E% o(p) if and only if M’ I, F52 p, where w = w'l,,.
More precisely, the preservation property of K,(M') ensures that the ‘only if” part
of the equivalence holds, while the reflection property entails the ‘if’ part.
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As with the original concept of parchment, it is also possible to move in the
other direction, from stratified parchments to stratified institutions. The following
preliminary result can be checked in much the same way as ‘writing’ charters for
institutions [GB86]. To avoid repetition, we present it without a proof.

Proposition 3.6. Fvery stratified parchment (Sig, L, Mod, K) can be ‘flattened’ to a
stratified institution (Sig’, Sen”, Mod®, [ ]?,E) where:

o The signatures in Sig’ are pairs (3, s) consisting of a signature ¥ € |Sig| and a
type s € ST(X), while the signature morphisms ¢: (3, s) — (X, 8') in Sig® are
morphisms ¢: ¥ — Y/ in Sig such that p(s) = §'.

e The sentence functor is defined on objects by Senb(E,s) = Tym),s- And for
every morphism @: (3,s) — (X,8'), the function Sen’(y) is given by the
s-component of the unique L(X)-homomorphism Ty — Trzr) 1 (p)-

o The model functor is defined by Modb(E, s) = Mod(X), discarding the type.
o For every signature (¥, s) in Sig’ and every Y-model M, [M} = Ks(M)s.

o The satisfaction relations coincide with those of the parchment. Ol

4 Borrowing connectives

As Examples 3.2 to 3.4 indicate, most logical connectives can be developed on top
of some base parchment by transporting them from another parchment where they
are defined. The following notion of addendum makes precise the basic ingredients
needed in order to extend parchments with new logical connectives.

Definition 4.1 (Addendum). Let B, called base, and F, called feature, be two strict
stratified parchments. An F-addendum to B is a functor ¥: Sig® — Sig” such that,
for any base signature morphism ¢: ¥ — ¥/, the algebraic signature morphisms
LB(p) and L7 (¥(p)) are compatible, meaning that the diagram below commutes.

LB(E) = LB(D) N LT (U(X)) —— LT (¥(%))
LB(@)l lLf(‘If(@)
LE() — LB() ULZ (B(2)) 5 L (U(2))
When working with multiple base or feature parchments, in order to distinguish

different addenda with the same underlying functor, we may also denote them as
triples (B, F, W), or as pairs (F, U) if the base can be easily inferred.

11



Example 4.2. For every base parchment B, notice that the mapping ¥ — ST?(X)
extends to a functor STZ: Sigh — Set where, for every signature morphism p: X =Y
and every sentence type s € ST5(X), ST5(¢)(s) = ¢(s). This gives us several
addenda to B of the form (F,STP), where F is any of the Boolean or modal
parchments presented in Example 3.4. When the base B is clear, then we may also
denote the addendum (Cuse, ST®) by [false], (C=.,ST?) by [=], and so on.

These addenda are polymorphic, in the sense that they can be defined for any base
parchment. In contrast, for quantifiers we need bases of suitable form. Take, for
instance, the ‘atomic’ fragment of FOL, whose parchment we denote by FOLg. Its
signatures and models are the same as those of FOL, while its sentence grammars,
and their corresponding interpretations in models, are reduced to atomic sentences.
Then the forgetful functor sorts: SighO" — Set that maps every signature ¥ to its
underlying set of sorts defines two addenda to FOLg: (C3, sorts), which we abbreviate
as [J], for existential quantifiers; and (Cy, sorts), or [V], for universal quantifiers.

The next property of parchment addenda is an immediate consequence of the fact
that every intersection-union square of algebraic signatures is both a pullback and a
pushout square in the category AlgSig — see [DT'11; Tut14] for details.

Remark 4.3. For any F-addendum W to a stratified parchment B and any base
signature morphism : ¥ — ¥/ there exist two unique algebraic signature morphisms
(LENT; L7)(p) and (LB UV ; L7)(p) such that the following diagram commutes.

L3(S) N L7 (¥()) = L7 (U(x))
) \ BAyLF D
LB (%) St l(L T smures) L7 (¥(¢)
v c (LEUWLT ) (p)
15 (0) LB(Y) N LT (¥ (X)) = } L7 (¥(x))
2 (/D
e L) ULF(u(E))

Both signature morphisms emerge from universal properties of limits and colimits
in AlgSig. For the first one, consider the bottom intersection-union square of the
diagram above, which describes a pullback; and for the second one, consider the top
intersection-union square, viewed in this case as a pushout square.

The same universal properties entail that the mappings ¢ — (L5 N ¥ ; L") (y)
and ¢ — (LB UV ; L7) () preserve both identities and the composition of algebraic
signature morphisms, leading to functors LEN W ;L7 LB U ; L7 : Sigh — AlgSig
with natural inclusions L O LNV¥; L7 C ¥;LF and LB CLPUW;L" D ¥;L7. To
simplify notations in the rest of the section, we denote the natural transformations
corresponding to these inclusions, in order, by n%, n”, 65, and 67 .

Addenda allow us to extend parchments by use of amalgamation, which is an
elementary but very important property of logical systems that forms the basis of a
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wide range of developments in institution theory; e.g., [Tar85; ST88; DGS93; Bor02;
ADO7; TF17], to mention only a few. Intuitively, amalgamation refers to the process
of combining models or homomorphisms of different but related signatures, provided
that they have a common reduct to some shared signature. More precisely, a square
of signature morphisms (sometimes assumed to be commutative) as depicted below

LI N

S

22 — >/
P2
is said to admit amalgamation when for every two models (or model homomorphisms)
My of ¥y and My of ¥3 such that M [, = Ma[,, there exists a unique >'-model M’,
called the amalgamation of M and My, satisfying M’ [(pll = M; and M’ [wé = M,. In
category-theoretic terms, this means that the diagram above determines a pullback
square of reduct functors in the higher-level category Cat of categories.

Example 4.4. To illustrate amalgamation, suppose €21 and o are algebraic signa-
tures and let Q = Q1 N Qs and Q' = Oy UQy. Then every two power-set algebras
Aq of Q1 and Ay of o that interpret the symbols in 2 in the same way admit a
(Y-amalgamation A’ given by Al = A; for all sorts and operation symbols < in €.

The following result corresponds to an institution-theoretic property known as
semi-ezactness [Dia08, Section 4.3; ST11, Section 4.4], which was originally developed
for many-sorted algebras, but holds for power-set algebras just as well.

Lemma 4.5. The category AlgSig has pushouts and the contravariant functor
PAlg: AlgSig — Cat preserves them, meaning that it maps pushouts of algebraic
stgnature morphisms to pullbacks of categories of power-set algebras. O

Based on this lemma, we can now introduce a general method for developing new
features on top of existing base parchments according to some given addenda.

Proposition 4.6. Any F-addendum V¥ to a parchment B gives rise to a strict
‘extended’ stratified parchment B + W = (Sigh, LB U W ; L7 ModB+Y KB+Y) where:

o For every base signature X, the objects in ModBtY (%) are pairs (M, F) con-
sisting of a base X-model M and a feature V(X)-model F in such a way that
KE(M) g = K{Ij'—(z)(F) [z - The arrows in Mod®*+¥ (%) are defined in a similar
manner and they compose componentwise.

o For every base signature ¥ and every extended Y-model (M, F), Kg"'qj (M, F)
s the unique power-set algebra arising from the amalgamation of Kg(M) and
Kfpr(z) (F); the same applies to X-homomorphisms.

13



Proof. We need to show that Mod®+Y is a contravariant functor Sig? — Cat and
that KB+Y is a natural transformation ModB®t¥ = (LBUW; L7); PAlg. The first
part of the proof is straightforward and can be established by mere calculations.
Notice that, for every base signature X, the category ModBJr\I’(E) together with the
obvious projection functors 78 and 7{ into Mod®(X) and Mod” (¥(X)), respectively,
forms a pullback of K& ; PAlg(nE) and K{p:(z) ; PAlg(n{). The action of Mod®™¥ on

signature morphisms, its functoriality, and the fact that the projections ﬂ'g and 7r§
are natural in 3, all follow from the universal property of pullbacks.

For the second part of the proof, by Lemma 4.5, we know that the functors PAlg(Hg )
and PAlg(6Z) form a pullback of PAlg(n2) and PAlg(n). Based on this observation,
and considering that 78 ; KB nBPAlg = n7 ; UK ; 7 PAlg, it is easy to see that
KZ*Y is the unique functor Mod®+¥ (%) — PAlg(LB(X) U L7 (¥(X))) satisfying
KSHY; PAIg(08) = 78 K and KT PAIg(6%) = nf; ; K sy The top part of the
next diagram may help us visualize these equalities. To avoid cluttering the diagram,
we write PAlg(...) for categories produced by the functor (L5 N ¥ ; L) ; PAlg, and
LB*Y instead of LB U ¥ ; L”. We also leave unlabelled all vertical arrows, which
correspond to reduction functors along a signature morphism ¢: ¥ — ¥/ or along
other signature morphisms derived from : ¥(p), LB (), L7 (¥(y)), etc.

 PALT(H(D) P Mod”(¥(%))
e e e | T
PAl(--) ) | PRI - TR hed ()
\E %{g y
PAlg(LF (%)) Mod? (%)
. PAlg(LF(\If(E’)))f _ ey — Mod®(¥(X))
(} _— \ 9§/ KB+\I, NE,

5 s PAIg(LB+HY (S)) 4= |- = 2 - - - = ModB+¥ (57

K

PAlg(LB(2)) > Mod? (%)

To show that KB+Y¥ is a natural transformation, we use the fact that, for every
signature ¥, the functors PAlg(#8) and PAlg(fL) form a monomorphic family.
Therefore, it suffices to prove, for every signature morphism ¢: ¥ — ¥/, that the
following property holds for both x € {B, F}:

ModB+ () ; KB ; PAlg(6%) = KEFY ; PAIg(LEY () ; PAlg(65).

Both equalities can be checked with ease by diagram chasing, based on the definition
of KB+Y and the naturality of KB, UK7, 6*, and 7*. O
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Example 4.7. Let MPL( be the ‘atomic’ fragment of MPL. Its signatures are the
same as those of MPL, and both its language and model functor are derived from
those of MPL by dropping all Boolean and modal operators, their interpretations
in models, and the accessibility relations. Therefore, an MPLy-model over some
signature P is a pair (W, M) consisting of a set W and a function M: W — P(P).

Then MPL can be obtained from MPL( by adding the logical connectives back using
the construction presented in Proposition 4.6. To be more precise, the parchment
MPLg + [false] + [=] + [©] has the same signatures and language functor as MPL,
and a model functor and stratification that are isomorphic to those of MPL.

In a similar fashion, first-order logic can be obtained from the base parchment
FOLg by considering the extension FOLg + [false] + [=] + [3].

Using this construction, it would also be possible to obtain variants of modal
first-order logic, but not from MPLgy or FOLg. Instead, we would need to select a
base, say MFOLg, whose models are pairs (W, M), where W is a set of possible worlds
and M is a W-indexed family of first-order models — required to satisfy, perhaps,
certain sharing constraints [see Dial7]. This exemplifies some of the limitations of
using addenda, which are essentially syntactic devices for extending parchments.

To apply multiple addenda as in the example above we need to check that they do
not interfere with one another in a way that prevents further extensions.

Definition 4.8 (Independent addenda). Let ¥; be an F;-addendum to a parchment
B, for i € {1,2}. We say that U; and W5 are independent when L7 (¥ (¢)) and
L72(Wy(¢)) are compatible for all base signature morphisms .

The following observation introduces a much simpler criteria, met by all examples
we consider in this paper, for establishing the independence of addenda.

Remark 4.9. If U1 and ¥y are addenda such that L71 (¥ (X)) NL72(Wy (X)) C LB(D)
for all base signatures ¥, then ¥y and Ws are independent. Whenever this additional
condition holds, we say that Wi and Ws are strongly independent.

Proposition 4.10. If ¥, and Vs are independent addenda to a parchment B, then
Wy is also an addendum to the extended parchment B 4+ Wy.

Proof. Suppose F1 and F, are the feature parchments corresponding to ¥; and
Uy, respectively. We need to show that, for every signature morphism ¢: ¥ — X/,
LB+Y1(p) and L72(W¥y(p)) are compatible. To that end, consider the following
diagram where, in order to simplify notations, we write Q) in place of LB(E(’ )) and

EE/) in place of L% (W;(X())), for i € {1,2}. All unlabelled arrows denote inclusions.
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LB (p) LB 1(p) (1) |LF1(T1(p)) (2 L72(3(p))

!/ =/ /
M A~~~ =) o e
QU 1 QU 1U 2 2

The compatibility of LB+Y1 () and L72(¥5(¢)) amounts to checking that the mid,
wavy rectangle is commutative. We know that the outer polygon is commutative
because W9 is an addendum to B. The inner-left squares labelled (1) are commutative
because ¥; is an addendum to B. And (2) is commutative, by definition, because
the addenda ¥, and Wy are independent. All other inner squares and triangles are
evidently commutative because they consist only of inclusions.

Since the inclusions Q N =Zy < (LU ZE;) N Ey — 1 N Ey are jointly epimorphic, it
suffices to check that the following two equalities hold:

(QNEZy = (QUE)NEy - QUE); LB (p); (QuE] - QUEUE))
= (AN Ey — Zy) ; L2(Wy(p)) ; (B = QX UE| UED)

and

(E1NEy = (QUE) NSy = QUE) ;LB 1(0)  (QUE] - QY UE|UE))
= (21 NEs — Z2); L2 (Wa(p)) ; (25 — Q' UE; UE)).

Both can be established by diagrammatic reasoning. For example, for the first one:
(QNEZy —» QUE) ;LA Y1(0) (Q UE] - QUE|UE))

=(QNE;—0Q); LB(QO) ; (Q/ — QU Ell U E/Q) (since ¥ is an addendum)
= (Q NZo — Eg) ; L}—Q(\I/Q(go)) ; (E/Q - QU Ell U Elz) (since ¥y is an addendum)

The second equality follows in essentially the same way, based on the fact that ¥y is
an addendum and on the independence of ¥ and W¥s. O

Notice that, unlike the defining property of addenda, their independence does not
involve the language functor of the base parchment. Therefore, the independence
property of two addenda is trivially preserved along parchment extensions. A similar
result holds for strong independence by noticing that LB C LB+Y1,

Remark 4.11. If ¥, WUy, and V3 are pairwise (strongly) independent addenda to a
parchment 5, then Wy and W3 are also (strongly) independent addenda to B + ;.

16



All in all, this shows that, in order to sequentially extend a parchment B with
addenda ¥y, ¥y, ..., W, it suffices to check that Wi, Wo, ..., ¥, are pairwise
(and perhaps strongly) independent with respect to the original parchment 5. The
stronger variant of this property holds for all addenda in Example 4.2.

5 Addendum extensions as universal constructions

Much like institutions [GB92] and ordinary parchments [Mos95], stratified parchments
can be described as functors into a special category of rooms.

Definition 5.1 (Rooms and corridors). A stratified-parchment room is a triple
(2, M, K) where Q is an algebraic signature of sentences, M is a category of models
and homomorphisms, and K: M — PAlg(Q) is a stratification functor.

A corridor (Q,M,K) — (', M/, K') is a triple («, 3, k) consisting of an algebraic
signature morphism «a: Q — €, a functor f: M’ — M, and a natural transfor-
mation k: K'; PAlg(a) = [ ; K such that, for every model M’ € |M’|, the map
ks KN(M') T, — K(B(M")) is an Q-algebra homomorphism. We say that a corridor
(o, B, k) is strict when the natural transformation  is an identity.

Both identities and the composition of corridors are defined componentwise: e.g.,
(o, Byk); (o, B, k) = (a;d, B B, K" PAlg(a) ; B'K), where o, B, k and o, §’, K corre-
spond to corridors depicted in the next diagram; the outcome is well formed because
both PAlg(a) and the composition of arrows in PAlg({2) preserve homomorphisms.

K" 'PAlg(Q”) 7[0/
M”/ | \PAlg(Q/) .

’ / / \
g M K K PAlg(2)
5\ M _—x

Remark 5.2. Thanks to the interchange law for the vertical and horizontal composition
of natural transformations, the composition of corridors can be shown to be associative,
leading to a category SPRoom of stratified-parchment rooms and corridors. Moreover,
strict stratified-parchment corridors define a subcategory sSPRoom C SPRoom.

Then stratified parchments can also be understood as functors into SPRoom.

Remark 5.3. There is a one-to-one correspondence between stratified parchments
(Sig®, LS, Mod®, KS) and (homonymous) functors S: Sig® — SPRoom given by:

o S(X) = (LX), Mod®(%),K$) for every signature ¥; and
o S(p) = (L3(p), Mod®(p), K‘£> for every signature morphism .

If S is strict, then it can also be presented as a functor S: Sig® — sSPRoom.
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This observation allows us to introduce morphisms of stratified parchments as
arrows in the Grothendieck category [e.g., JY21, Chapter 10] [ Parch determined
by the functor Parch: Cat®® — Cat where (a) for every category Sig (intuitively, of
signatures), Parch(Sig) is the opposite category [Sig — SPRoom|°P of the category
of functors Sig — SPRoom, and (b) for every functor ®: Sig — Sig’, Parch(®) is
the pre-composition functor (®_)°° mapping Sig’-parchments S': Sig’ — SPRoom
to ®; &', and natural transformations 7’ in Parch(Sig’) to ®7/. By spelling out the
details of the arrows in [ Parch, we obtain the following notion.

Definition 5.4. A morphism between stratified parchments S: Sig® — SPRoom
and T: Sig” — SPRoom consists of a functor ®: Sig® — Sig’ and a natural
transformation 7: ® ;7 = § as in the diagram below.

Sig® S
<I>J T SPRoom
SigT — T

More concretely, by changing perspective from the higher abstraction level of
stratified-parchment corridors to the level of their underlying language, model, and
stratification components, the natural transformation 7 is equivalent to defining:

e a language-translation natural transformation a: ® ; L7 = L°;
o a model-reduction natural transformation 8: Mod® = ®°P ; Mod” ; and

e a modification k: K ; aPAlg = 3; ®°PKT with algebra homomorphisms as
components; i.e., for every S-signature 3 and every Y-model M, the many-
sorted map rx(M): K (M) los — K:)C(z) (Bu(M)) preserves and reflects the

interpretation of all symbols in the grammar L7 (®(X)).

The ‘strict’” attribute of stratified parchments and corridors also applies to mor-
phisms: a stratified-parchment morphism (a, 8, k): S — T is strict when the modifi-
cation k is an identity; in other words, when K ; aPAlg = 8 ; ®°PK7 .

Remark 5.5. Strict stratified parchments, together with strict morphisms between
them, form a subcategory [ sParch C [ Parch, where sParch: Cat°® — Cat is defined
similarly to Parch except that, for every category Sig of signatures, the objects of
sParch(Sig) are functors into sSPRoom instead of SPRoom.

We say that a strict parchment 7 is trivial when its stratification, K7, is an
identity. Hence, the model functor of a trivial parchment 7 can be derived from its
language functor: Mod” = (L7)°P ; PAlg. Conversely, every functor F: C — AlgSig
generates a trivial parchment Triv(F') given by Sig™v(F) = C and LTVE) = F.
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Remark 5.6. Any strict morphism (®, a, 8): S — T into a trivial parchment is fully
determined by its signature functor ® and the language translation a: § = K°;aPAlg.

Definition 5.7 (Split). An F-addendum ¥ to a parchment B splits when there
exists a subfunctor S C L7 , called a split of W, such that ¥ ;S = LBnw: L7,

Example 5.8. All the concrete addenda considered in Section 4 split. For every
feature parchment F used in those examples, define S: Sig” — AlgSig as the functor
that maps every feature signature X to <ST]:(Z), () — i.e., to the algebraic signature
with the same sentence types as ¥ and with no logical connectives.

However, not every addendum splits, as the following example illustrates.
Example 5.9. Suppose B and F are parchments such that:
o Sigh is a terminal category; hence it consists of only one object, say X.
o LB(X) is the algebraic signature ({s}, ), where s is an arbitrary stratum type.
o Sig” is the category with one object, X, generated by an arrow f: X — X.
o L7(X) = ({s,t},0) and L¥(f) maps both s and ¢t to .

Since Sig?B is a discrete category, the inclusion functor ¥: SigB — Sig” defines an
F-addendum to B. Then it is easy to see that L7 is the only subfunctor S C L’ such
that LB(X) N L7 (X) = ({s},0) C S(X) - because S(f) should agree with L¥ (f) on
the type s. Therefore, no subfunctor S C L7 satisfies the equality ¥; S = LBnw: L7,

Remark 5.10. Every split S of an F-addendum V¥ to a parchment B determines a
cospan in the category [ sParch of strict stratified parchments

(W,a8,65) (id,a” ,B7)

B Triv(S) «+——— F

where the language translations o and o’ correspond to the natural inclusions
U ;S CLBand S C L7, respectively — the former of which is also denoted by 7 in
Proposition 4.6 — and the model reductions 88 and 37 are given by the composite
transformations K2 ; a®PAlg and K7 ; o/ PAlg as per Remark 5.6.

Proposition 5.11. Suppose ¥ is an F-addendum to a parchment B and let S be
one of its splits. Then the extended stratified parchment B 4+ V is the vertex of a
pullback in [ sParch of (¥,a®, 35) and (id,o”, B7)

(id,0% 7®) (0,67 ,77)

B B+Y —m—— F

where 68 and 07 are the natural inclusions LB C LBUV: L7 D U;L7 - see Remark 4.8
— and 78 and ©F are the obvious projections Mod® < Mod®+Y = ¥ ; Mod”.
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Proof. To start, notice that, according to the construction introduced in Proposi-
tion 4.6, the parchment morphisms (id, #5, 78) and (¥, 67, 77) do form a cone over
the cospan representation of W. Hence we only need to check its universal property.
Let (®5,05,78): G — B and (®7,07,77): G — F be two other strict morphisms
such that (®5, 08 78); (¥, a8, pB) = (&7, 07 77);(id,a”, 7). By evaluating these
compositions we obtain the following equalities:

(a’) (bB ; v = (I)]:,
(b) ®Bab ;08 = o7’ ;07 and
(C) B : (@B)OpﬁB — ,7_]-'; ((I)]:)Opﬁ]:.

Consider a signature ¥ of the parchment G. Combining (a) and (b), it follows
that agB(E) ;ag = a{;((bg(z)) ;og. Since HgB(E) and 0({6(2) define a pushout in
: B _ B F _F - : :
AlgSig of Qg5(5) = Nes(s) and Oy o8(x)) = Nas(s) Ve infer that the exists a unique
algebraic signature morphism &y : LY (®5(%)) — LY(X) such that egB(z) oy = o8
and Hgg (=) oy = Ug . And by putting together these signature morphisms, for all

G-signatures X3, we obtain a natural transformation d: OB LBTY = 1.9 that satisfies
the equalities ®BYB - 5 = 0B and ®PH” ;6 = o7

In a similar manner, combining (a) and (¢), and based on the observation that
the components of 78 and 77 correspond to pullbacks of functors given by 38
and 7, we obtain a natural transformation (: Mod?Y = (CI’B)Op : Mod®+Y such
that ¢ ; (®5)P7r8 = 78 and ¢; (®8)"nF = 77. Tt is easy to see now that the
triple (®5,6,¢) forms a morphism of stratified parchments G — B 4 ¥ such that
(®8,5,¢) ; (id, 05, 78) = (BB, 08, 78) and (®5,4,¢) ; (¥, 67 ,7F) = (7,07, 77) -
and, moreover, that it is uniquely determined by these equalities. ]

The ‘split’ property of addenda is often preserved when extending parchments.

Remark 5.12. Let ¥ and ¥y be two strongly independent addenda to a stratified
parchment B. Then every split of W5 with respect to B is also a split of ¥y with
respect to the extended parchment B + W1, and vice versa.

However, if the addenda ¥, and Wy are independent but not strongly so, then the
splits of Ws might not be preserved under the extension B + V.

Example 5.13. Consider the parchments B and F from Example 5.9, and let G be
a parchment with the same category of signatures as B and with LY(X) = ), i.e.,
the empty algebraic signature. Both the identity idSigs and the inclusion functor
¥ : Sig¥ — Sig” define addenda to G — one is a B-addendum, while the other is an
F-addendum. They are trivially independent (because Sig¥ is discrete), but not
strongly independent; and both admit splits with respect to G that map X to (). Yet
the extended parchment G + idgigs fits within the premisses of Example 5.9, hence
the addendum ¥ does not split with respect to G + idSigB.
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Lemma 5.14. Let U1 and Uy be two split and strongly independent addenda to a
parchment B, with corresponding feature parchments F1 and Fa, and with splits Sy
and So. And let us also denote the morphisms involved in computing B + V1 by:

i =(01,67 77)

B+ ¥, Fi
M’f:(idﬁ?,ﬂfg{ J/Vfr=<idvaf,ﬁf:>
Triv(Sh)

vB=(T1,08 pB)

For every cospan representation (Ll;’, L%'—) as depicted below of the Fa-addendum Wy to
B, the pair (u? ; Lg, L‘QF) s a cospan representation of the addendum Vo to B+ ;.

B=(V3,05,85) o =(id, o ,B)

Triv(S2) Fo

B

Proof. First, notice that, by Remark 5.12, the functor S5 is a split of W5 not only
with respect to B, but also with respect to B+ V. By evaluating the composition
1B ;15 we obtain the parchment morphism (Uq,a¥ ; 058 75 ; 5). So, according to
Remark 5.10, it suffices to check that the composed language translation 0453 ; 9{3 is the
natural inclusion ¥y ; Sy C LBTY1. But this is straightforward since, by Remark 5.10
(applied to ¥1) and Proposition 5.11, o5 and 6% correspond to the natural inclusions

Uy : Sy C LB and LB C LBHY1 | respectively. O

Proposition 5.15. Suppose (V; | 1 < i < n) is a sequence of split and strongly
independent addenda to a parchment B. Then the extended parchment B+WV{+---+W,
is the vertex of a limit in [ sParch of their cospan representations.

Proof. For each index i, let (LZB , LIZ: ) be a cospan representation of ¥;. Let us also

define the sequence of parchments (B; | 0 <1 <n) by By = B and Bj+1 = B; + V41
for all 0 <4 < n, and denote the morphisms involved in computing B; + ¥; 1 by:

N{Ll
Bi + W1 Fit1
“?—!—ll J]"ﬁq
B; = Triv(S;+1)
Vit1

In addition, let (§ZB:B¢—>B|0§ign) and (§£:Bi—>}"j |1 <j<i<mn)bethe
families of parchment morphisms defined by:

o B =idgand &P, =pB ;&8 forall 0 <i < m

o & =pf foralll <i<n, andf(];l)j:u?+1;§£f0ra111§j§i<n.

W
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Then we claim that the morphism §,lf together with the ‘projections’ {nfi, for all
indices 1 < i < n, define a limiting cone of the addenda representations (¢, ] Ji<icn:

We prove the statement by induction on the number n of addenda. The base case
is addressed in Proposition 5.11. For the induction step, consider the top part of the

following diagram, which summarizes the construction of B,, + ¥, 41:

B
M1

Bn Y Bn + \Iln—l—l

First, we need to check that the morphism ff 1 together with the projections
5(];+1)i is indeed a cone of (Lf, Lif)lgignﬂ‘ To that end, notice that, by (repeated
applications of) Lemma 5.14, v5 = €748, and v/ | = /.| for all indices 0 < i < n.
Based on this observation, for ¢ = n 4 1, the cone property we are interested in
follows from the next sequence of equalities:

B . B
gn—i—l ' Ln+1

_ B .¢B. B : B B . .B

= Hp41 fn » bpt1 since §,41 = fnt1 3 én

= u5+1 ; VTZL3+1 since, by Lemma 5.14, é}BL ; Lf_H = yfﬂ
= /VL‘Z;_I ; V’rf—i—l by the construction of B, + ¥y41

= /[Z;rl ; L£+1 since, by Lemma 5.14, yﬁ_l = Lf_,_l.

For i < n+ 1, we have:

é—B . LB
n+11 %
_ B .¢B. B . B B . /.B
= Hnt19Sn 1l since &y 1 = M1 &n
_ B e F o F . . .
= Upt1 s fm L by the induction hypothesis
F - F ; B . .F F
= €(n+1)i ' UG since fin11 5 &ni = Elng1)i-

For the universal property of this cone, suppose G is another stratified parchment
together with morphisms ¢®: G — B and ¢7: G — F;, for 1 <i<n+1,such that
the diagram above commutes. Since, by the induction hypothesis, the morphisms EE
and 57];, with 1 < ¢ < n, form a limiting cone, it follows that there exists a unique
parchment morphism ¢5: G — B, such that ¢5 ; ¢8 = ¢ and ¢5 ; ¢ = ¢f for all
1 <i<mn. And because €5 ; LEH = VE+1, we deduce that ¢5 and qﬁfﬂ form a cone
of v 1 and v}, ;. From the universal property of B, + U,1, it follows that there
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exists a unique morphism qﬁf 1: G — By + ¥, 41 such that <z5£f+1 ; ufﬂ = ¢§ and
¢>§+1 ; ,ufﬂ = gbf“. To conclude, notice that:

B . ¢B
¢n+1 ’ £n+1

= ¢§+1 ; .UE—H ; 55 since ffﬂ = /J781+1 ;ff

= QZ)E ; 55 since ¢f+1 ;/L§+1 = ¢f

= QZ)B from the universal property of B,
and, in a similar manner, gbfﬂ ;f(];H)Z. =¢f forall 1 <i<n-+1. O
Corollary 5.16. If Uy, Wy, ..., W, are split and strongly independent addenda to
a parchment B, then for any permutation v of their indices, the extended parchments
B+Wy+--+¥, and B+ Vyq)+ -+ W, are isomorphic. O

6 Conclusions

The framework presented in this paper has arisen from the serendipitous observation
that (for logics with only one sentence type) selections of connectives for arbitrary but
fixed stratified institutions — as defined in [AD07] — may also be loosely regarded as
parchments of those institutions. To make that connection precise, we have introduced
a new concept of stratified parchment that refines previous model-theoretic notions of
parchment by taking into account models with states and by defining the semantics
of logical connectives using operations on sets of model states.

Besides presenting stratified institutions, stratified parchments are also useful in
showing how connectives can be gradually developed on top of base logical systems.
For this purpose, we have presented addenda, which allow for simple combinations
between a base parchment (of a logic that we aim to extend) and a feature parchment
(that captures a connective). We have also examined conditions that allow addenda
to be applied sequentially, and we have proved that the results obtained in this way
are vertices of limits in a category of strict morphisms of parchments.

We have refrained from using limits of arbitrary diagrams for combining stratified
parchments in order to simplify the constructions and make the presentation accessible
to a wider audience. However, as with other kinds of institutional parchments, this
is of course possible. In fact, it is not difficult to see, based on general results on
indexed and comma categories [TBG91] that [ sParch is complete: this follows by
noticing that the category sSIPRoom of strict stratified corridors can be presented as
the opposite of the comma category Cat / PAlg, which is complete because AlgSig
is complete and PAlg preserves limits (generalizing Lemma 4.5). Limits in | Parch
can be obtained similarly by noticing that the category SPRoom of lax stratified
corridors arises from a secondary Grothendieck construction. We aim to explore these
properties and their potential applications to non-conventional logics that combine
modal and first-order features as in [TCEF21] in future work.
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